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ABSTRACT. This paper aims to introduce a large class of new general stabilization methods in optimization and saddle point theory. The concept of well-posedness in several senses is also investigated in metric and normed spaces. New variational asymptotic methods and some variational approximation results have been displayed within the framework of variational analysis and the theory of variational convergence of functions and operators.

INTRODUCTION

Approximation theory is a central subject in pure and applied mathematics. Notably it is encountered in algorithmic optimization when we use various numerical methods to approximate a solution of class of extremum problems. In theoretical or parametric optimization, we very often study the sensitivity analysis of an initial minimization or maximization problem when the objective function and constraints are perturbed. Various types of perturbation schemes can be investigated, for instance if we consider an initial hard or ill-posed parametric problem \( (H_{\theta_0}) : \min_{x \in C(\theta_0)} f(x, \theta_0) \), it is possible to replace it by a sequence of simple or well-posed problems \( (H_\theta) : \min_{x \in C(\theta)} g(x, \theta) \) such that "\( (H_\theta) \) approximates \( (H_{\theta_0}) \)"", that is the sequences of functions \( (g(.,\theta))_\theta \) and sets \( (C(\theta))_\theta \) converge in a certain sense to \( f(.,\theta_0) \) and \( C(\theta_0) \) respectively when \( \theta \to \theta_0 \) (for instance see \([3,9,34,72,74,75,78]\) and references therein), \( (\theta,\theta_0) \in A \times B \), where \( A, B \) are abstract index sets and the convergence \( \theta \to \theta_0 \) is considered in a specified sense using the notion of filters, nets or grills in general topological spaces \([3,31]\). Under a class of hypotheses, it is possible to show that the solutions \( x_\theta \) of \( (H_\theta) \) have a cluster point \( x' \) which is a solution of \( (H_{\theta_0}) \) (see \([3,9,34,75]\) and references therein). If \( ((H_\theta))_\theta \) are well-posed in a certain sense, it is possible to apply a large class of numerical methods to each problem \( (H_\theta) \) in order to derive a solution \( z_\theta \) for it (see \([34]\) and references therein). On the other hand the notion of well-posedness in optimization is strongly related to
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the regularization methods considered as a logistic support for the theory of small parameter and asymptotic analysis. They play a crucial role in the stabilization and approximation of the solutions of a wide class of problems in pure and applied mathematics. Well-posedness has several definitions and characterizations in the literature [12, 13, 14, 34, 112, 113]. The concept of regularization or stabilization goes back to the works of Tikhonov (for instance, see [34, 100, 101, 102] and references therein) and has considerable applications as in variational analysis and optimization [3, 28, 68, 82, 93], partial differential equations and optimal control [30, 34, 50, 56, 63, 64, 65, 83], inverse problems [16, 21, 23, 38, 45, 51, 110], plasticity theory [98], calculus of variations [34, 36, 42], variational inequalities [2, 22, 43, 66, 67, 75, 85], fixed point theory and inclusion problems [41, 60, 62, 87, 103], minimax and saddle-value problems [69, 86, 88, 94, 95]. Besides the classical stabilization methods used in variational analysis and its related topics, other types of regularizations can be considered in functional analysis and operator theory [19, 20, 39, 45, 54, 88, 108], in statistics [37, 53, 55, 99] and serve as a very useful and flexible tool for establishing key results in these disciplines.

The central feature of problems we regularize is their ill-posedness. This means that the solution fails to be unique or most importantly, small changes in data of the model, which are closely related to the errors of experimental measurements or unexpected phenomena, could lead to uncontrollable errors. In other words, the gap between the solutions (if any) of the perturbed model and the ones of the original problem may be very large relatively to a specified metric; accordingly meaningless interpretations may occur in the course of physical or economical investigations or other fields of experimental sciences. A natural idea is to replace the initial problem by a sequence of well-posed problems guaranteeing robustness and stability of their solutions and providing a large choice of numerical methods for approximating them. Roughly speaking, a model is said to be robust if its solutions and performance results remain relatively unchanged when exposed to perturbations, random phenomena and uncertainties. In Phillippe Vincke’s opinion [107], the uncertainty sources that have been considered as the most important are the following:

i) The decision problem specifications are usually very imprecise, unpredictable, not much known and not well defined.

ii) The environment in which the decision has to be taken could affect the conditions under which the decision could operate.

iii) The unstable and imprecise character of the value systems and the decision-maker preferences has priority in deciding the feasibility and the relative interest of the potential alternatives.

The terms robustness and stability are also very often used in many disciplines. For instance, in statistics they refer to certain desirable characteristics of statistical processes. A process is considered robust with respect to the deviations of the model hypothesis, when the process continues working in a suitable way, even though some of the initial assumptions are
not maintained [84]. In Hampel’s opinion [49]: Robust statistics is the statistics process stability theory. It studies systematically the deviation effects from the initial model hypothesis to the known processes and, if necessary, it develops new and better processes. For more details about robustness and its philosophy see for instance [15, 17, 52, 57, 89, 92, 97, 105, 106].

Before Hadamard’s theory on the stability in mathematical physics [29, 34, 47, 48, 59], most analysts payed special attention to stable models and consider the others as inefficient or enable to explain the results arising from experimental investigations in many areas of sciences. This way of thinking and analysing is one of the main characteristics of the scientific method prevailing during the 19th and the first half of 20th century, that of positive science based on the Cartesian method and characterized by the attempt of reducing the complexity to its elementary components. It turns out that this fabulous method which has brought great advances in sciences and adapted perfectly to the study of stable systems is no longer appropriate when considering the organized complexity such as that found in complex biological systems, physics, economics and sociology ... etc; and characterized by openness, fluctuation, chaos, disorder, blur, creativity, contradiction, ambiguity, pradoxe and instability. All these aspects that were once perceived as nonscientific by the prevailing positivisme are henceforth considered as crucial prerequisites for understanding the complexity of real-world phenomena and have been taken in consideration since the previous seventy years in a new approach so-called systemic approach or mathematical modelling. As far as one is interested for instance by stable or unstable characters of systems which may have many senses from phenomenon to another, there exists actually a wide class of unstable problems covering a large field of applications in many areas of sciences and technology [10, 34, 59, 101, 102]; and their rigorous mathematical analysis uses inescapably regularization methods adequately chosen for each specified problem. First let us consider some examples of stability and instability in physics and investigate by analogy the concept of stability in mathematical programming. Consider the known problem in classical mechanics that of physical pendulum which is a solid body of any shape form suspended from an horizontal axis at a support. Under the influence of gravity, the body will swing back and forth freely from an initial excitation $\theta_0$. The position $K(\theta)$ of the pendulum in the space can be described by the oscillation angles $\theta$ of the body from its stable equilibrium position relatively to an appropriate vertical axis; and when $\theta$ goes to 0 the body reaches its unique stable position $K(0)$. From a purely mathematical point of view, $\theta \in [-\theta_0, \theta_0]$ $\Rightarrow K(\theta) \subset \mathbb{R}^3$ describes a special multifunction $K$, and it is easy to see that the sets $K(\theta)$ converge to the set $K(0)$ in the sense of the classical Hausdorff metric [3, 34] when $\theta$ goes to 0, that is $d_H(K(\theta), K(0))=\max(e(K(\theta), K(0)), e(K(0), K(\theta))) \to 0$ if $\theta \to 0$; where $e(K(0), K(\theta))=\sup_{x \in K(0)} d(x, K(\theta))$. This expresses simply the continuity of $K$ at 0 relatively to the distance $d_H$. Now if we consider a multifunction of the kind $u \in C^1[c,d]$ $\Rightarrow T(u)=\{\alpha \in C[a,b] / \int_a^b \alpha(t)K(x,t)dt = u(x), \forall x \in [c,d]\}$, where $K:[c,d] \times [a,b] \rightarrow \mathbb{R}$ is a continuous kernel with a continuous partial derivative $\frac{\partial K}{\partial x}$, it is well-known that such multifunction models a large class of inverse problems as in signal theory,
automatons, control problems (see for instance [101] and references therein). Assume that for some \( u \in C^1[\alpha, \beta] \) \( T(u) \) is nonempty; we know [101] that \( T \) is unstable at \( u \) in the sense that there exist two sequences of functions \( (u_n)_n, u_n \in C^1[\alpha, \beta] \) and \( (\alpha_n)_n, \alpha_n \in C[\alpha, \beta] \) such that \( \alpha_n \in T(u_n) \) with \( d_1(u_n, u) \to 0 \) if \( n \to +\infty \) but \( d_2(\alpha_n, \alpha) \to 0 \) if \( k \to +\infty \), for any subsequence \( (n_k)_k \) and any \( \alpha \in T(u) \), where \( d_1, d_2 \) belong in a class of practical useful metrics. This explains simply a type of discontinuity of \( T \) frequently encountered in many problems and expresses that small changes \( u_n \) in data \( u \) cannot lead in general to solutions \( \alpha_n \) of the integral equation \( \int_{\alpha}^{\beta} \alpha(t)K(x,t)dt = u_n(x), \forall x \in [\alpha, \beta] \) \( \forall n \in \mathbb{N} \), which could be considered as good approximations of \( \alpha \) in a desirable sense.

The concepts of stability and instability can be also easily extended to optimization problems. If we deal for instance with unstable minimization problems of the kind (P): \( \min_{x \in C} f(x) \) with nonempty solution sets denoted by \( \text{argmin}(f, C) \), (i.e. there exists a sequence \( (x_n)_n \) in \( C \) without any cluster point such that \( f(x_n) \to \min_{x \in C} f(x) \) where \( f: X \to [-\infty, +\infty] \) is a proper convex lower semicontinuous function defined on a reflexive Banach space \( X \) renormed by an equivalent norm \( ||.|| \) making it an E-space [34] and \( C \) is a weakly convex compact; we can stabilize it by a sequence of strongly well-posed problems in the Tikhonov sense (P\(_n\)): \( \min_{x \in C}(f(x)+\epsilon_n g(x)) \) where \( g: X \to [0, +\infty] \) is any lower semicontinuous uniformly convex function; to that for each \( \epsilon_n > 0 \), \( f+\epsilon_n g \) has a unique minimizer \( x_n \) on \( C \) and every minimizing sequence of (P\(_n\)) converges strongly to \( x_n \) [34]. Moreover, if \( \epsilon_n \to 0 \), \( ||x_n-x|| \to 0 \), where \( x \) is a solution of (P) satisfying remarkable properties [34, 61] (see also [78, 79] if \( C \) is the whole space \( X \) and \( g \) is a specified function). Consequently, every numerical method generating a minimizing sequence for (P\(_n\)) leads to an approximation of \( x_n \) and so to \( x \) for a suitable choice of \( \epsilon_n \). In the last example, stability and instability characters may be interpreted in terms of special multifunctions as follows: If we set for each fixed \( \epsilon > 0 \) the multifunction: \( \alpha \in [0, +\infty[ \Rightarrow R^\epsilon(\alpha) = \alpha. \{ \text{argmin}(f+\epsilon g, C) \} = \{ x \in C/f(x) + \epsilon g(x) \leq \min(P_x) + \alpha \} \) and \( R^\epsilon(0) = \{ \text{argmin}(f+\epsilon g, C) \} = \{ x \} \), we see that \( R^\epsilon(0) \subset R^\epsilon(\alpha) \) and \( R^\epsilon \) is stable at \( 0 \), that is, \( \forall y \in R^\epsilon(\alpha) \), \( (y_\alpha)_\alpha \) converges to \( x_\epsilon \) if \( \alpha \to 0 \). Now, if we consider the multifunction \( \epsilon \in [0, +\infty[ \Rightarrow D(\epsilon) = \epsilon. \{ \text{argmin}(f, C) \} \) and \( D(0) = \{ \text{argmin}(f, C) \} \), we observe that \( D \) is unstable at \( 0 \) because there exists a minimizing sequence \( (x_\epsilon)_\epsilon, x_\epsilon \in D(\epsilon) \) without any subsequence converging to a point in \( D(0) \); in other words, (P) is not well-posed in the generalized sense of Tikhonov [34]. Other types of well-posedness can be found in the literature as Levitin-Polyak well-posedness, Hadamard well-posedness,...etc [14, 34, 73, 74].

It is worth noting that the class of well-posed minimization problems enjoys many interesting generic properties expressing in general that most problems are well-posed or may be approximated in a certain sense by a sequence of well-posed problems involving specified regularization functions [13, 34,91]. Also, it should be pointed out that the regularization methods with their diversity and rich properties provide flexible tools for characterizing classes of variational convergences for functions and operators [3, 11, 81] in approximation theory and optimization. Finally, in the author’s opinion, the regularization methods used
in mathematics for theoretical or numerical goals have a physical analogy with the methods of correction and stabilization under the effects of turbulence and unpredictable phenomena in advanced technology systems in order to make them more robust face to the conditions of random nature, as in aerospace technology and ballistics [18, 27, 35], in the theory of machine regulation [1, 32, 40, 46, 90], or in the current problem of making more effective the missile-antimissile shield in military defense [111].

The layout of this paper is as follows: Section 1 is devoted to a new characterization of well-posedness in metric and normed spaces. A new characterization via infimal-convolution operations is also given. In section 2 we introduce a new generalized stabilization method in a general topological space and prove a central theorem (Th 2.2) for a large class of minimization problems under suitable hypotheses. Afterwards, we observe through special cases of regularization functions that our assumptions are not restrictive and include most classical regularizations and more. Section 3 is devoted to the study of the stability of variational asymptotic developments by epi-convergence. Indeed, if the initial minimization problem is not easy to deal with and can be approximated in a variational sense by a sequence of simple problems $(P_n)_n$, we apply the regularization technique in theorem 2.2 to each $(P_n)$ and derive variational asymptotic developments for the last problem; so by a diagonalization lemma established in [3], we prove uniform asymptotic developments for a subsequence $(P_{n_k})_k$ and deduce the stability of the minimum of sum of functions under consideration without having necessarily the stability of this sum by epi-convergence, even in the nonconvex case. For the stability concept of sum of functions ( and sets ) by variational convergences and its crucial role in variational analysis and optimization we refer the reader to [4, 9, 12, 70, 72, 74, 75, 77, 78, 80]. In section 4, we investigate the convex case in reflexive Banach spaces and give applications to asymptotic developments for the Legendre-Fenchel transform. In section 5 we introduce new generalized regularizations of saddle functions and state a fundamental theorem (Th.5.1) in which we provide some approximation results and variational asymptotic developments for the regularizations of bivariate functions in a Hausdorff topological space. An application is also given to the conjugacy of bivariate functions. Well-posedness of such new regularizations is investigated in section 6. In section 7 we study the stability of variational asymptotic developments of the regularizations of saddle functions by epi/hypo-convergence.

1. NEW CHARACTERIZATION OF WELL-POSEDNESS IN METRIC AND NORMED SPACES

In this section, we will characterize some notions of generalized well-posedness in metric spaces. Let $(X,d)$ be a metric space, $C$ be a nonempty subset of $X$ and $f:X \to [-\infty, +\infty]$ is a function. We say that the minimization problem $(f,C): \min_{x \in C} f(x)$ is well-posed in the sense of Levitin-Polyak, if it has a unique minimizer $x' \in C$ such that $f(x')$ is finite and every sequence $(x_n)_n$ of $X$ verifying $d(x_n,C) \to 0$ and $f(x_n) \to f(x')$ converges to $x'$. $(f,C)$ is called
well-posed in the Tikhonov sense if it has a unique minimizer \( t' \in C \) such that \( f(t') \) is finite and every sequence \((x_n)_n\) of \( C \) such that \( f(x_n) \to f(t') \) converges to \( t' \). For the interest of these two notions in theoretical and algorithmic optimization see for instance [34] and references therein. We say that \((f,C)\) is strongly well-posed if it has a unique minimizer \( z' \in C \) such that \( f(z') \) is finite and every sequence \((z_n)_n\) of \( X \) satisfying \( d(z_n, C) \to 0 \) and \( \liminf(z_n) \leq f(z') \) converges to \( z' \) [12, 14, 75]. In fact \((f,C)\) may have many minimizers, so we need a generalized definition of well-posedness. Then \((f,C)\) is called well-posed in the Tikhonov generalized sense [34] if the set of solutions denoted by \( \text{argmin}(f,C) \) is nonempty and every minimizing sequence \((x_n)_n\) of \( C \) has a subsequence converging to an element of \( \text{argmin}(f,C) \). We say that \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak (resp. well-posed in the strong generalized sense) if \( \text{argmin}(f,C) \) is compact. Now if \( \epsilon \) satisfies \( \text{argmin}(f,C) = \{ x \in X : f(x) \leq \inf \{ f(z) : z \in C \} \} \) and \( \inf \{ f(z) : z \in C \} \) is nonempty and every sequence \((z_n)_n\) of \( X \) satisfying \( d(z_n, C) \to 0 \) and \( \liminf(z_n) \leq \inf_{C} f \) has a subsequence converging to an element of \( \text{argmin}(f,C) \). In what follows, we consider some notations we use here: \( C_\epsilon = \{ x \in X : d(x, C) < \epsilon \} \), \( \nu(f,C) = \inf \{ f(x) : x \in C \} \) assumed to be finite, \( \epsilon \cdot \text{argmin}(f,C) = \{ x \in C : f(x) \leq \nu(f,C) + \epsilon \} \), \( L(\epsilon) = \{ x \in X : d(x, C) \leq \epsilon, f(x) \leq \nu(f,C) + \epsilon \} \), \( L'(\epsilon) = \{ x \in X : d(x, C) \leq \epsilon, |f(x) - \nu(f,C)| \leq \epsilon \} \). The Hausdorff distance between two nonempty subsets \( A, B \) of \( X \) is denoted by \( d_H(A,B) = \max \{ e(A,B), e(B,A) \} \) where \( e(A,B) = \sup_{x \in A} d(x,B) \).

**Definition 1.1.** [34]. A function \( c : D \to [0, +\infty) \), \( D \subseteq \mathbb{R} \) is called a forcing function if \( 0 \in D, c(0) = 0 \) and \( a_n \in D, c(a_n) \to 0 \implies a_n \to 0 \).

**Definition 1.2.** [34]. Let \( A \) be a bounded subset of \( X \), the noncompactness degree of \( A \), is the Kuratowski number of \( A \), defined by \( \alpha(A) = \inf \{ \epsilon > 0 : \exists (A_i)_{i=1,2,\ldots,n} A \subseteq \bigcup_{i=1}^{n} A_i \) and \( \text{diam}A_i \leq \epsilon \} \). We can verify easily that \( \alpha(A) \leq \alpha(B) \) if \( A \subseteq B \), and \( \alpha(A) = 0 \) if and only if \( A \) is relatively compact.

**Proposition 1.3.** Let \((X,d)\) be a metric space, \( C \) be a nonempty closed subset of \( X \) and \( f : X \to [-\infty, +\infty] \) is a function such that \( \nu(f,C) \) is finite. Then \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak (resp. well-posed in the strong generalized sense) if and only if \( \text{argmin}(f,C) \) is compact and the multifunction \( \epsilon \rightrightarrows L'(\epsilon) \) (resp. \( \epsilon \rightrightarrows L(\epsilon) \)) is upper semicontinuous at 0.

**Proof.** If \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak, it is clear that \( \text{argmin}(f,C) \) is compact. Now if \( \epsilon \rightrightarrows L'(\epsilon) \) fails to be upper semicontinuous (usc) at 0, there exist an open subset \( \theta \) of \( X \) containing \( L'(0) \), a sequence \((t_n)_n\) of positive numbers converging to 0 and a sequence \((x_n)_n\) with \( x_n \notin \theta \). But, \( d(x_n, C) \to 0 \) and \( f(x_n) \to \nu(f,C) \), so \((x_n)_n\) has a subsequence converging to an element of \( L'(0) = \text{argmin}(f,C) \); this is a contradiction because \( x_n \notin \theta \). Conservely, let \((x_n)_n\) be a sequence of \( X \) such that \( d(x_n, C) \to 0 \), \( f(x_n) \to \nu(f,C) \) and pick \( \epsilon > 0 \). The usc at 0 implies that \( x_n \in (L'(0))_{\epsilon} \) for all \( n \) sufficiently large, so \( d(x_n, \text{argmin}(f,C)) \to 0 \) and by compactness of \( \text{argmin}(f,C) \), \((x_n)_n\) has a subsequence...
converging to an element of argmin(f,C). In the same way we show the second equivalence replacing L'(\epsilon) by L(\epsilon).

**Proposition 1.4.** Let (X,d) be a metric space locally compact, C be a nonempty closed subset of X and f:X→ ]-\infty, +\infty] is a proper semicontinuous function. Suppose that for every \( \epsilon > 0 \), L(\epsilon) is connexe. The following assertions are equivalent:

(i) L(\epsilon) is compact for some \( \epsilon = \epsilon_0 > 0 \).

(ii) (f,C) is well-posed in the strong generalized sense.

(iii) argmin(f,C) is a nonempty compact.

**Proof.** First we point out that (f,C) is well-posed in the strong generalized sense if and only if (g, X) is well-posed in the Tikhonov generalized sense with \( g(x) = \max(f(x)-\nu(f,C), d(x,C)) \).

Afterwards, we apply proposition 1.4.2 of [75, p.23] (and references therein) and some arguments of its proof to obtain the previous equivalences.

**Theorem 1.5.** Let (X,d) be a metric complete space, C be a nonempty closed subset of X and f:X→ R is a continuous function. Then (f,C) is well-posed in the generalized sense of Levitin-Polyak if and only if \( \alpha(L'(\epsilon)) \to 0 \) if \( \epsilon \to 0 \).

**Proof.** If (f,C) is well-posed in the generalized sense of Levitin-Polyak, we claim that L'(\epsilon_0) is bounded for some positive \( \epsilon_0 \); If this is not the case, L'(\epsilon) is unbounded for every positive \( \epsilon \), so there exists a sequence \( x_n \in L'(\frac{1}{n}) \) such that \( d(x_n,x_0) \geq n \), where \( x_0 \) is a fixed point in X; this is a contradiction because \( (x_n)_n \) has a converging subsequence; accordingly L'(\epsilon) is bounded for every small positive \( \epsilon \) and \( \alpha(L'(\epsilon)) \) exists. We remark also that (f,C) is well-posed in the generalized sense of Levitin-Polyak if and only if (G,X) is well-posed in the generalized sense of Tikhonov where \( G(x) = |f(x)-\inf_C f| + d(x,K) \), \( x \in X \). Then the conclusion of the theorem is an immediate consequence of [34, Th.38, p.25] and the trivial inclusion \( L'(\epsilon_0) \subset \epsilon, \arg\min (g,X) \subset L'(\epsilon) \).

**Theorem 1.6.** Let (X,d) be a metric complete space, C be a nonempty closed subset of X and f:X→ R is a lower semicontinuous function. Then (f,C) is well-posed in the strong generalized sense if and only if \( \alpha(L'(\epsilon)) \to 0 \) if \( \epsilon \to 0 \).

**Proof.** It is clear that (f,C) is well-posed in the strong generalized sense if and only if (g,X) is well-posed in the generalized sense of Tikhonov. On the other hand g is lower semicontinuous and X is complete, then [34, Th.38, p.25] permits to conclude, because for all \( \epsilon \), we have \( \epsilon, \arg\min (g,X) = L(\epsilon) \).

**Theorem 1.7.** Let (X,d) be a complete metric space, C be a nonempty closed bounded subset of X and f:X→ ]-\infty, +\infty] is a function.

1) If f is finite and continuous, then (f,C) is well-posed in the generalized sense of Levitin-Polyak if and only if there exists a forcing function c such that for every bounded subset A of X satifying \( \sup_{x \in A} |f(x)| < +\infty \) one has:

\[
(1.1) \quad c(\alpha(A)) \leq \max(\sup_{x \in A} |f(x)-c|, \sup_{x \in A} d(x,C))
\]
2) If \( f \) is lower semicontinuous, then \((f,C)\) is well-posed in the strong generalized sense if and only if there exists a forcing function \( c \) verifying for every bounded subset \( A \) of \( X \) such that \( \sup_{x \in A} f(x) < +\infty \):

\[
(1.2) \quad c(\alpha(A)) \leq \max(\sup_{x \in A} f(x) - v(f,C), \sup_{x \in A} d(x,C))
\]

In particular \((f,C)\) is well-posed in the strong generalized sense if there exits a forcing function \( c \) such that:

\[
(1.3) \quad c(\alpha(A)) \leq \sup_{x \in A} (f(x) - v(f,C))
\]

for every bounded subset \( A \) of \( X \) such that \( \sup_{x \in A} f(x) < +\infty \).

**Proof.** 1). We will be inspired by the proof of theorem 39 of [34, p.26]. Assume that \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak, then \( \alpha(L'(\epsilon)) \to 0 \) if \( \epsilon \to 0 \) by theorem 1.5. Set \( q(\epsilon) = \alpha(L'(\epsilon)) \) and \( c(t) = \inf \{ s : q(s) \geq t \} \). By [34, Lemma 20], \( c \) is an increasing forcing function satisfying \( c(q(\epsilon)) \leq \epsilon \) for every \( \epsilon \geq 0 \). Let \( A \) be a bounded subset of \( X \) such \( \sup_{x \in A} |f(x)| < +\infty \) and consider \( p = \max(\sup_{x \in A} |f(x) - v(f,C)|, \sup_{x \in A} d(x,C)) \), we have \( p \geq 0 \) and \( A \subset L'(p) \), so \( c(\alpha(A)) \leq c(\alpha(L'(p))) = c(q(p)) \leq p \) and then \( (1.1) \) is satisfied. Conservely if \( (1.1) \) holds for every bounded subset \( A \) of \( X \) such that \( \sup_{x \in A} |f(x)| < +\infty \); set in particular \( A = L'(\epsilon) \) which is clearly bounded so \( c(\alpha(L'(\epsilon))) \leq \epsilon \), accordingly \( \alpha(L'(\epsilon)) \to 0 \) if \( \epsilon \to 0 \). Theorem 1.5 permits then to conclude.

2). This equivalence can be shown in the same way as point 1) using theorem 1.6. Now suppose that \( (1.3) \) is satisfied for every bounded set such that \( A \cap C \neq \emptyset \) and \( \sup_{x \in A} f(x) < +\infty \). We will show that \( (1.2) \) is satisfied. Let \( B \) be a bounded set with \( \sup_{x \in B} f(x) < +\infty \). We may always assume that \( c \) is an increasing function. If \( B \cap C = \emptyset \), we have always \( c(\alpha(B)) \leq \sup_{x \in B} (f(x) - v(f,C)) \leq \max(\sup_{x \in B} |f(x) - v(f,C)|, \sup_{x \in B} d(x,C)) \) and \( (1.2) \) is satisfied. If \( B \cap C = \emptyset \), we consider two cases: if there exists \((a,b) \in C \times B \) such that \( f(a) \leq f(b) \), then set \( B' = B \cup \{a\} \); we have \( c(\alpha(B)) \leq c(\alpha(B')) \leq \sup_{x \in B} (f(x) - v(f,C)) = \sup_{x \in B} (f(x) - v(f,C)) \) and \( (1.2) \) is satisfied. If for every \((a,b) \in C \times B \) \( f(b) < f(a) \), set \( B(a) = B \cup \{a\} \) for every \( a \in C \) such that \( f(a) \) is finite, then by \( (1.3) \) we have \( c(\alpha(B)) \leq c(\alpha(B(a))) \leq \sup_{x \in B(a)} (f(x) - v(f,C)) - f(a) - v(f,C) \), so \( c(\alpha(B)) = 0 \) and again \( (1.2) \) is satisfied which completes the proof. □

**THEOREM 1.8.** Let \((X,d)\) be a metric space, \( C \) be a nonempty subset of \( X \) and \( f : X \to \mathbb{R} \) is a function. Assume that there exists a forcing function \( \alpha : \mathbb{R} \to \mathbb{R}^+ \) continuous at 0, \( \alpha(0) = 0 \) such that \( \alpha(f-v(f,C)) \) is uniformly continuous. If \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak then we have the following implication \((P)\): for every sequence of functions \( f_n : X \to \mathbb{R} \) converging uniformly to \( f \) on \( X \) and for every sequences \((C_n)_n, (X_n)_n\) of subsets of \( X \) such that \( d_H(C_n,C) \to 0 \), \( d_H(X_n,X) \to 0 \) and \( x_n \in \arg\min(f_n + d(.,K_n), X_n) \) then \( d(x_n, \arg\min(f,C)) \to 0 \) when \( n \to +\infty \). Consequently if the last implication is true and \( \arg\min(f,C) \) is compact then \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak.

**Proof.** If \((f,C)\) is well-posed in the generalized sense of Levitin-Polyak, it is easy to see that \((G,X)\) is well-posed in the generalized sense of Tikhonov and \( \arg\min(f,C) = \arg\min(G,X) \) with \( G(x) = \alpha(f(x) - v(f,C)) + d(x,C) \). By hypothesis \( G(x) \) is uniformly continuous, so \((G,X)\) is...
and \( f(x) \) well-posed in the generalized sense of Hadamard (see [75, p.26] and references therein) and (P) is satisfied. Conversely if (P) is satisfied, let be a sequence \((x_n)_n\) of \( X \) verifying \( d(x_n,C) \rightarrow 0 \) and \( f(x_n) \rightarrow \min_{C} f \). Set \( f_n(x) = \langle \alpha f(x) - \min_{C} f, f_n(x_n) - \min_{C} f \rangle \), \( C_n = C \cup \{x_n\} \) and \( X_n = X \). It is clear that \((f_n)_n\) converges uniformly to \( \alpha (f(x) - \min_{C} f) \) on \( X \), \( d_H(C_n,C) \rightarrow 0 \), \( d_H(X_n,X) = 0 \) and \( x_n \in \arg\min(f_n + d(.,C_n), X) \); so \( d(x_n,\arg\min(f,C)) \rightarrow 0 \) when \( n \rightarrow +\infty \) which completes the proof. \( \square \)

In what follows \( X \) will be a normed space with its norm \( \|\cdot\| \) and \( d(x,y) = \|x-y\| \) is its associated metric. Considering two functions \( f:K \rightarrow [-\infty, +\infty] \), \( g:K' \rightarrow [-\infty, +\infty] \) where \( K,K' \) are two subsets of \( X \), the function denoted by \( \nabla g \) called the infimal-convolution (or epigraph) of \( f \) and \( g \) is defined on \( K+K' \) by \( (f + g)(z) = \inf \{f(x)+g(y) | (x,y) \in K \times K' \} \). If \( K=K'=X \), we can also write \( (f + g)(z) = \inf_{x \in X} \{f(x)+g(z-x)\} \). This notion of convolution plays a crucial role in optimization and variational analysis (see for instance [58, 75, 76, 78] and references therein). We say that \( \nabla g \) is exact at a point \( z \in K+K' \) if there exists \((x,y) \in K \times K' \) such that \( z=x+y \) and \( (f+g)(z) = f(x)+f(y) \).

**THEOREM 1.9.** The following assertions are equivalent:

(i) \((f,K)\) and \((g,K)\) are well-posed in the Tikhonov sense with \( x_0, y_0 \) their unique solutions respectively.

(ii) \((\nabla g, K+K')\) is well-posed in the Tikhonov sense with solution \( z_0 = x_0 + y_0 \) and \( \nabla g \) is exact at \( z_0 \).

**Proof.** (i) \(\implies\) (ii). For every \( x \in K, y \in K' \) one has \( f(x_0) \leq f(x) \) and \( g(y_0) \leq g(y) \), so \( (\nabla g)(x_0 + y_0) \leq f(x_0) + g(y_0) \leq (\nabla g)(z) \forall z \in K + K' \); accordingly \( z_0 = x_0 + y_0 \in \arg\min(\nabla g, K+K') \) and \( (\nabla g)(z_0) = f(x_0) + g(y_0) \) i.e \( \nabla g \) is exact at \( z_0 \). Now let \( (z_n)_n \) be a sequence of \( K+K' \) such that \( (\nabla g)(z_n) \rightarrow (\nabla g)(z_0) \). Then there exists a sequence \((u_n,v_n) \in K \times K' \) such that \( z_n = u_n + v_n \) and \( f(u_n) + f(v_n) \rightarrow f(x_0) + g(y_0) \) so \( f(u_n) \rightarrow f(x_0) \) and \( f(v_n) \rightarrow f(y_0) \) and \((u_n,v_n) \rightarrow (x_0,y_0) \) i.e \( z_n \rightarrow z_0 \).

(ii) \(\implies\) (i). The exactness of \( \nabla g \) at \( z_0 = x_0 + y_0 \) implies that \( (\nabla g)(z_0) = f(x_0) + g(y_0) \leq (\nabla g)(z) \forall z \in K+K' \), so \( f(x_0) + g(y_0) \leq f(x) + g(y) \forall (x,y) \in K \times K' \) and \( x_0 \in \arg\min(f,K) \), \( y_0 \in \arg\min(g,K') \). Now considering a sequence \((x_n)_n \in K \) such that \( f(x_n) \rightarrow f(x_0) \). For every \( n \), we have \( f(x_n) + g(y_0) \leq (\nabla g)(x_n + y_0) \leq f(x_n) + g(y_0) \) so \( (\nabla g)(x_n + y_0) \rightarrow (\nabla g)(z_0) \) and by hypothesis \( x_n + y_0 \rightarrow x_0 + y_0 \) i.e \( x_n \rightarrow x_0 \) and \( (f,K) \) well-posed in the Tikhonov sense with \( x_0 \) its solution. In the same way \((g,K)\) is well-posed in the Tikhonov sense with \( y_0 \) its solution.

2. NEW GENERALIZED REGULARIZATIONS IN THE TIKHONOV SENSE

The goal of this section is to introduce a new generalized regularization method in the Tikhonov sense in a general topological space and generalize a result established in reflexive spaces for convex functions [78, 79] and concerns the classical Tikhonov regularization
method used in variational analysis and its related topics. More precisely, considering a reflexive space $X$ renormed by a strictly convex norm $||.||$ making it an E-space $[3, 33, 34, 104]$. Let $F:X \to \mathbb{R} \cup \{+\infty\}$ be a proper convex lower semicontinuous function and set for each $\epsilon > 0$, $F_\epsilon(x)=F(x)+\epsilon ||x-x_0||^2$ where $x_0$ is any given point in $X$. Assume that $S=\text{argmin}(F, X)=\{x \in X/ F(x)=\text{min}_{x \in X}F(x)\}$ is nonempty, then we have the following result:

**THEOREM 2.1** $[78, 79]$. (a) $F_\epsilon$ has a unique minimizer $x_\epsilon$ over $X$ for each $\epsilon$; (b) the sequence $(x_\epsilon)_\epsilon$ converges strongly to $t_0 = \text{proj}_S x_0$ when $\epsilon \to 0$; accordingly $\frac{F(x_\epsilon)-F(t_0)}{\epsilon} \to 0$, $\frac{F_\epsilon(x_\epsilon)-F(t_0)-\epsilon||x_\epsilon-t_0||^2}{\epsilon} \to 0$, if $\epsilon \to 0$.

Throughout, unless otherwise stated, $X$ stands for a general Hausdorff topological space, $f:X \to \mathbb{R} \cup \{+\infty\}$, $g: X \to \mathbb{R}$ be two lower semicontinuous (lsc) functions with $f$ is proper and $C$ be a nonempty closed subset of $X$. Along the paper we are concerned by the minimization problem (P): $\text{min}_{x \in C} f(x)$. We will denote by $S=\text{Argmin}(f,C)$ the solution set of (P) assumed to be nonempty and by $\text{dom}f=\{x \in X/ f(x)<+\infty\}$ the effective domain of $f$ such that $\text{dom}f \cap C \neq \emptyset$. Now consider a sequence $h_k:X \to \mathbb{R}$ of functions such that $r_k = \text{inf}_{x \in C}h_k(x)$ is finite for all $k \geq k_0$. To (P) we associate the following generalised regularization problem $(F_k): \text{min}_{x \in C} F_k(x)$ where $F_k(x)=f(x)+\epsilon_k(g(x)+h_k(x))$, $\epsilon_k > 0$ and we suppose that $\epsilon_k \to 0$ if $k \to +\infty$.

**THEOREM 2.2.** Assume that the following conditions hold:

(a) $i_k = \text{inf}_C F_k$ is finite for every $k \geq k_0$ and $(z_k)_k$ be a sequence of $C$ relatively compact satisfying:

$$
(2.1) \quad \frac{F_k(z_k)-i_k}{\epsilon_k} \to 0, \quad k \to +\infty
$$

$$
(2.2) \quad \frac{h_k(s)-r_k}{\epsilon_k} \to 0, \quad k \to +\infty \quad \forall \ s \in S
$$

Then:

(1) any cluster point $z \in C$ of $(z_k)_k$ verifies $z \in \text{argmin}(g, S)$.

(2) $f(z_k) \to f(z)$ and $g(z_k) \to g(z)$ when $k \to +\infty$.

(3) there exist sequences $(\delta_k)_k,(\delta'_k)_k, (\theta_k)_k, (\theta'_k)_k$ of scalars converging to 0 such that we have the following asymptotic developments $F_k(z_k) = \text{min}_{x \in C} f(x)+\epsilon_k\text{min}_{x \in S} g(x)+\text{inf}_{x \in C} h_k(x)+\epsilon_k\delta_k = \text{min}_{x \in C} f(x)+\epsilon_k\text{min}_{x \in S} g(x)+\text{inf}_{x \in C} h_k(x)+\epsilon_k\delta'_k; \text{ and inf}_{x \in C} F_k = \text{min}_{x \in C} f(x)+\epsilon_k\text{min}_{x \in S} g(x)+\epsilon_k\text{min}_{x \in C} h_k(x)+\epsilon_k\theta'_k$.

**REMARK 2.3.** In theorem 2.2, $g$ is not necessarily positive as it is always supposed in the literature. On the other hand, it is clear that we can find always a sequence $(z_k)_k$ in $C$ such that $F_k(z_k) \leq i_k + \epsilon_k^2$ if $i_k$ is finite, so $\lim_{k \to +\infty} \frac{F_k(z_k)-i_k}{\epsilon_k} = 0$, but in general $(z_k)_k$ is not relatively compact. If (P) has a solution $x_k$ for each $k \geq k_0$ and we take $z_k=x_k$ then (a) is straightforward satisfied if $(x_k)_k$ is relatively compact, so from (3) there exists a sequence $(\alpha_k)_k$ of numbers converging to 0 such that $F_k(x_k)=\text{min}_{x \in C}(f(x)+\epsilon_kg(x)+h_k(x))=\text{min}_{x \in C}f(x)+\epsilon_k\text{min}_{x \in S} g(x)+\epsilon_k\text{min}_{x \in C} h_k(x)+\epsilon_k\alpha_k$. The proof we display here is very different from the one used in $[78, 79]$.

**Proof.** Pick $\epsilon > 0$. By (2.1) we have for $k$ large enough, $F_k(z_k)=f(z_k)+\epsilon_kg(z_k)+h_k(z_k) \leq \text{inf}_C F_k + \epsilon_k \epsilon \leq f(s)+\epsilon_kg(s)+h_k(s)+\epsilon_k\epsilon \forall s \in S$. Then,
(2.3) \[ 0 \leq f(z_k) - f(s) \leq \varepsilon_k (g(s) - g(z_k)) + h_k(s) - r_k + \varepsilon_k \varepsilon, \forall s \in S \]

Hence we deduce that

\[ g(z_k) \leq g(s) + \frac{h_k(s) - r_k}{\varepsilon_k} + \varepsilon, \forall s \in S \]
and \[ \lim_k g(z_k) \leq \lim_k g(z_k) \leq g(s) + \varepsilon \] by (2.2) for every \( \varepsilon > 0 \) and \( s \in S \). So,

\[ \lim_k g(z_k) \leq \lim_k g(z_k) \leq g(s), \forall s \in S \]

Now by lower semicontinuity of \( g \) and relative compactness of \( (z_k)_k \) we can find \( m \in \mathbb{R} \) such that \( m \leq g(z_k) \) \( \forall k \). We derive from (2.5) that \( (g(z_k))_k \) is bounded and \( f(z_k) \rightarrow \min_{x \in C} f(x) \) by (2.2) and (2.3); so by lower semicontinuity of \( f \) we get \( f(\overline{z}) = \min_{x \in C} f(x) \) for any cluster point \( \overline{z} \in C \) of \( (z_k)_k \). i.e \( \overline{z} \in S \). Since \( g \) is lower semicontinuous, (2.4) and (2.2) imply that \( \overline{z} \in \text{argmin}(g, S) \). Again by lower semicontinuity of \( g \), boundedness of \( (g(z_k))_k \) and (2.5) we may check easily that \( (g(z_k))_k \) has the unique cluster point \( g(\overline{z}) = \min_{s \in S} g(s) \) to which the sequence converges. This ends the proof of (1) and (2). Now take \( s = \overline{z} \) in (2.3); we have \[ 0 \leq \frac{f(\overline{z}) - \min_{x \in C} f}{\varepsilon_k} \leq g(\overline{z}) - g(z_k) + h_k(s) - h_k(z_k) + \varepsilon, \] hence \( \alpha_k = \frac{f(\overline{z}) - \min_{x \in C} f}{\varepsilon_k} \rightarrow 0 \) when \( k \rightarrow +\infty \). Keeping in mind that \( h_k(z_k) \leq h_k(\overline{z}) + \varepsilon_k g(\overline{z}) - g(z_k) + \varepsilon_k \varepsilon \) and then \( h_k(z_k) - r_k \rightarrow 0 \) when \( k \rightarrow +\infty \) by (2.2) and (2). On the other hand, \[ F_k(z_k) - f(z_k) - r_k = g(z_k) - g(\overline{z}) - h_k(z_k) - r_k = g(z_k) + h_k(z_k) - r_k = g(\overline{z}). \] Set \( \vartheta_k = \frac{F_k(z_k) - f(z_k) - r_k}{\varepsilon_k} \). It is clear that \( \vartheta_k \) and \( \delta_k = \vartheta_k + \alpha_k = \frac{F_k(z_k) - f(z_k) - r_k - g(\overline{z})}{\varepsilon_k} \) converge to 0 if \( k \rightarrow +\infty \) and \( F_k(z_k) = f(\overline{z}) + \varepsilon_k g(\overline{z}) + r_k + \varepsilon_k \delta_k = \min_{x \in C} f(x) + \inf_{s \in S} h_k(s) + \varepsilon_k \delta_k \). From (b) it is easy to see that \( \inf_{s \in S} \frac{h_k(s) - r_k}{\varepsilon_k} = d_k \rightarrow 0 \), \( k \rightarrow +\infty \), so \( r_k = \inf_{s \in S} h_k(s) - \varepsilon_k d_k \) and \( F_k(z_k) = \min_{x \in C} f(x) + \varepsilon_k \inf_{s \in S} h_k(s) + \varepsilon_k \delta_k \) \( \delta_k' = \delta_k - d_k \). The asymptotic development in \( \inf C F_k \) is an immediate consequence of the last developments and (2.1) which completes the proof of (3). \( \square \)

**Remark 2.4.** Hypothesis (b) in the above theorem is not restrictive. Indeed, consider the wide class of functions \( h_k \) given by \( h_k(x) = \sum_{i=1}^{p} \beta_{k,i} g_i(x) \) where \( g_i \colon X \rightarrow \mathbb{R} \) is any function bounded below by a scalar \( m_i \) on \( C \), \( \beta_{k,i} \geq 0 \) for every \( k \in \mathbb{N} \), \( 1 \leq i \leq p \) and \( \beta_{k,i} \rightarrow 0 \) when \( k \rightarrow +\infty \), \( \forall i \). It is easy to see that \( r_k \geq \sum_{i=1}^{p} \beta_{k,i} m_i \) and \( 0 \leq h_k(x) - r_k \leq \sum_{i=1}^{p} \beta_{k,i} (g_i(x) - m_i) \) which goes to 0 when \( k \rightarrow +\infty \) for every \( x \in C \), so (b) is satisfied. The regularization functions become \( F_k(x) = f(x) + \varepsilon_k g(x) + \sum_{i=1}^{p} \beta_{k,i} g_i(x) \). In particular one may consider the functions of the kind \( h_k(x) = \varepsilon_k^q h(x) \), \( q > 1 \) with \( h \colon X \rightarrow \mathbb{R} \) is any function such that \( \inf_{x \in C} h(x) > \infty \). If \( X \) is a normed space we can also use the regularization functions \( F_k(x) = f(x) + \varepsilon_k \| x-x_1 \| \|1 + \sum_{i=2}^{p} \varepsilon_k^i \| x-x_i \| \| \) where \( x_i \) is any given point in \( X \) and \( p_i \in \mathbb{N} \). More generally, if we take in a general topological space \( h_k(x) = \sum_{i=1}^{p} \beta_{k,i} g_{k,i}(x) \) with \( g_{k,i} \colon X \rightarrow \mathbb{R} \), \( \beta_{k,i} \geq 0 \), \( \beta_{k,i} \rightarrow 0 \) if \( k \rightarrow +\infty \), \( \forall i = 1, 2, \ldots, p \) and we assume that there exist scalars \( m_{k,i} \) such that \( m_{k,i} \leq g_{k,i}(x) \), \( \forall x \in \mathbb{C} \) with \( \lim_{k \rightarrow +\infty} \sum_{i=1}^{p} \beta_{k,i} (g_{k,i}(x) - m_{k,i}) = 0 \) for every \( x \in C \), then (b) is satisfied. In particular, one may consider the useful regularization functions \( h_k(x) = \sum_{i=1}^{p} \varphi_i(\varepsilon_k) g_i(x) - (A_i x - b_i) + \gamma_i \) where \( \varphi_i(\varepsilon_k) \geq 0 \), \( q_i(\varepsilon_k) \geq 0 \), \( \gamma_i \in \mathbb{R} \) for every \( i = 1, \ldots, p \) and \( k \in \mathbb{N} \) with \( \frac{q_i(\varepsilon_k)}{\varepsilon_k} \rightarrow 0 \) if \( k \rightarrow +\infty \), \( b_i \in \mathbb{R} \) and \( A_i \colon X \rightarrow \mathbb{R} \) is any lower semicontinuous operator. In this case the constraint set is defined by \( C = \{ x \in X | A_i x - b_i \leq 0, \forall i \} \) assumed to be nonempty. For the case \( q_i(\varepsilon_k) = \varepsilon_k^2 \),
\( \varphi_i(\epsilon_k) = \epsilon_k^{-2} \), \( \gamma_i = 0 \) and its importance in optimization, see for instance [28] where the authors study the special regularizations \( F_k(x) = \langle c, x \rangle + \epsilon_k^2 \sum_{i=1}^{p} e^{\epsilon_k^2(A_i x - b_i)} \) for solving the linear program \( \min \{ \langle c, x \rangle : A_i x - b_i \leq 0, \ i = 1 \ldots p \} \) in finite dimensional setting with \( A_i \) is a linear operator. This kind of regularizations combines the interesting properties of the interior barrier method and of the exterior penalty method. It should be pointed out that we can’t always ensure higher order asymptotic developments in theorem 2.2 even under strong regular conditions on functions under consideration. For example consider the sequence of regularization functions \( F_k(x) = x^2 + e^x + e^2 x^2, \ x \in C \subset \mathbb{R} \) reaching their minimizers at the points \( x_\epsilon = \frac{1}{\epsilon}(1 + \epsilon)^{-1} \). If we write \( F_\epsilon(x) = \frac{1}{\epsilon}(1 + \epsilon)^{-1} \min_{x} x^2 + e\min_{S = \{0\}} x + e^2 \min_{x} x^2 + e^2 \varphi(\epsilon) \) then \( \varphi(\epsilon) = \frac{1}{\epsilon}(1 + \epsilon)^{-1} \rightarrow \frac{1}{4} \) if \( \epsilon \rightarrow 0 \). Now take another example: Let \( F_\epsilon(x) = f(x) + e\epsilon x^2 + e^2 x^3, \ 0 < \epsilon < 1 \) with \( f(x) = x-1 \) if \( x \geq 1 \), \( f(x) = 0 \) if \( x \in [-1, 1] \) and \( f(x) = +\infty \) otherwise. Then \( S = \arg\min_{\mathbb{R}} [-1, 1] \) and the minimizer of \( F_\epsilon \) is attained at \( x_\epsilon = 0 \). If \( F_\epsilon(x) = 0 = \min_{x \geq 1} f + e\min_{S \in \mathbb{R}} x^2 + e^2 \min_{S} x^3 + e^2 \varphi(\epsilon) \) then \( \varphi(\epsilon) = 1 \).

Now we state two corollaries expressing that under suitable hypotheses, a sequence \( (z_k)_k \) in \( C \) satisfying (2.1) is relatively compact. First recall that a function \( j : X \to \mathbb{R} \) is inf-compact [58] if \( \{x \in X / j(x) \leq \lambda \} \) is compact for each \( \lambda \in \mathbb{R} \). If for a subset \( A \) of \( X \) \( \{x \in A / j(x) \leq \lambda \} \) is compact for each \( \lambda \in \mathbb{R} \), we say that \( j \) is inf-compact on \( A \). If \( X \) is a metric space and \( j_k : X \to \mathbb{R}, k \in \mathbb{N} \), we denote by \( \lim_{k} j(x) = \inf_{\{x_k \to x \}} \lim_{k} j_k(x_k) \) the epi-limit inferior of the sequence \( (j_k)_k \) [3].

**COROLLARY 2.5.** Let \( F_k \) be the functions considered in Th.2.2. Let \( (z_k)_k \) be a sequence in \( C \) such that: (a1) \( i_k = \inf_{C} F_k \) is finite for every \( k \geq k_0 \) and \( \lim_{k \to +\infty} F_k(z_k)/i_k = 0 \); (a2) hypothesis (b) of Th.2.2 is satisfied; (a3) \( \{x \in C / g(x) \leq \lambda_0 \} \) is compact for some scalar \( \lambda_0 > g(s_0) \) and some \( s_0 \in S \). Then \( (z_k)_k \) is relatively compact.

**Proof.** From the proof of Th.2.2, we see that \( \lim_{k} g(z_k) \leq g(s) \) for every \( s \in S \). Let \( \lambda_0 > g(s_0) \) for some \( s_0 \in S \) such that \( L_{\lambda_0} = \{x \in C / g(x) \leq \lambda_0 \} \) is compact. We have \( \lim_{k} g(z_k) < \lambda_0 \) and \( z_k \in L_{\lambda_0} \) for every \( k \) sufficiently large, so \( (z_k)_k \) is relatively compact and the conclusions of Th.2.2 hold.

**COROLLARY 2.6.** Let \( F_k \) be the functions considered in Th.2.2 such that hypothesis (a1) of Corollary 2.5 is satisfied with \( \lim_{k} F_k(z_k) < +\infty \) and \( g \) is bounded below on \( C \) by a scalar \( m \). Consider the following hypotheses (H1) and (H2) with (H1) : There exists \( \gamma \in \mathbb{R} \) such that \( r_k \geq \gamma, \forall k \geq k_2 \) and \( f \) is inf-compact on \( C \); (H2) : \( X \) is a vector space of finite dimension, \( h_k : X \to \mathbb{R} \) are lsc and \( \forall \lambda \in \mathbb{R} \exists k_\lambda \in \mathbb{N} \) such that \( \forall k \geq k_\lambda \) the set \( \{x \in X / h_k(x) \leq \lambda \} \) is connected (in particular this is true if \( h_k \) is convex) and the function \( x \in X \to e^{-h_k(x)} \) is inf-compact. If (H1) or (H2) is satisfied then \( (z_k)_k \) is relatively compact; accordingly if hypothesis (b) of Th.2.2 is satisfied then the conclusions of Th.2.2 hold.

**Proof.** First we observe that there exist two scalars \( \delta, \beta \) such that for all \( k \) sufficiently large \( F_k(z_k) \leq \delta \) and \( F_k(x) \geq f(x) + \beta + h_k(x) \) \( \forall x \in C \), so \( F_k(x) \geq f(x) + \beta + \gamma \) if (H1) is verified, and then \( z_k \in \{x \in C / f(x) \leq \delta - \beta - \gamma \} \) which is compact. On the other hand, it is clear that there exists a number \( \alpha \) such that \( F_k(x) \geq \alpha + h_k(x) \) for every \( x \in C \) and every \( k \) large...
enough. Now if \((H_2)\) is satisfied, by [109] the functions \(h_k\) are uniformly inf- compact, in particular there exist a compact \(K\) and \(k' \in \mathbb{N}\) such that \(\forall k \geq k', \{x \in X/h_k(x) \leq \delta - \alpha\} \subseteq K\), so \(z_k \in K\). The reminder follows wich completes the proof.

**REMARK 2.7.** Hypothesis \((H_2)\) in Corollary 2.6 is in particular satisfied if \(X\) is a vector space of finite dimension and \((h_k)\) is a sequence of convex functions from \(X\) into \(\mathbb{R}\) epi-converging to a proper inf-compact function \(h: X \to \mathbb{R} \cup \{+\infty\}\) [109].

**COROLLARY 2.8.** Let \(f:C \to \mathbb{R} \cup \{+\infty\}\), \(g_i: C \to \mathbb{R}\), \(i = 1, 2, \ldots, p\), be lower semi-continuous functions and assume that \(f\) is finite at a point of a compact \(C\) of \(X\). Then,
\[
\lim_{\epsilon \to 0^+} \inf_{x \in C} (f(x) + g_i(x) + \sum_{i=1}^{p} a_{i\epsilon} g_i(x) - \min_{x \in C} f(x)) = \min_{x \in S} g_1(x)
\]
for every sequences \((a_{i\epsilon})\), \(i = 2, \ldots, p\) such that \(a_{i\epsilon} \geq 0\) and \(\lim_{\epsilon \to 0^+} \frac{a_{i\epsilon}}{\epsilon} = 0\).

**Proof.** The proof is an immediate consequence of theorem 2.2, remark 2.4 and the fact that \(\lim_{\epsilon \to 0^+} \inf_{x \in C} h_k(\epsilon) = 0\) with \(h_n(x) = \sum_{i=1}^{p} \epsilon^i g_i(x)\).

**2.9. General Asymptotic Developments with Particular Regularizations**

It is useful to provide general asymptotic developments with particular regularizations. In the sequel we are concerned by the regularizations of the kind \(F_k(x) = f(x) + \epsilon_k g(x) + \sum_{i=1}^{p} \beta_{k,i} g_i(x)\) as it is mentioned above with \(\beta_{k,i} > 0\), \(\beta_{k,i} \to 0\) for every \(i\) when \(k \to +\infty\). We assume furthermore that all functions \(g_i : X \to \mathbb{R}\) are lsc with \(\frac{\beta_{k,i+1}}{\beta_{k,i}} \to 0\) when \(k \to +\infty\), \(\forall i\) and \(C\) is compact. Then \(S_i = \text{argmin}(g_i, C)\) is nonempty and \(g_i(x) \geq m_i\ \forall x \in C\) for a scalar \(m_i\). Our goal is to compute \(\min_{C} F_k\). In each following computation, assume that we are within the framework of hypotheses of theorem 2.2 with functions under consideration.

We have \(\min_{C} (f + \epsilon_k g + \beta_{k,1} g_1) = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \epsilon_k \alpha_{k,1}; \min_{C} (f + \epsilon_k g + \beta_{k,1} g_1 + \beta_{k,2} g_2) = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} (g_1 + \beta_{k,2} g_2) + \epsilon_k \alpha_{k,2} = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \beta_{k,2} \min_{C} g_2 + \beta_{k,3} \delta_{k,2} + \epsilon_k \alpha_{k,2}\).

We have the same argument with \(\epsilon_k \alpha_{k,1} = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \beta_{k,2} \min_{S} g_2 + \beta_{k,3} \min_{C} g_3 + \beta_{k,4} \delta_{k,3} + \epsilon_k \alpha_{k,3}\). Then \(\min_{C} F_k = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \beta_{k,2} \min_{C} g_2 + \beta_{k,3} \min_{C} g_3 + \beta_{k,4} \delta_{k,4} + \epsilon_k \alpha_{k,4}\). Then the obvious generalization is \(\min_{C} (f + \epsilon_k g + \beta_{k,1} g_1 + \beta_{k,2} g_2 + \ldots + \beta_{k,p} g_p) = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \beta_{k,2} \min_{C} g_2 + \ldots + \beta_{k,p} \min_{C} g_p + d_k + \epsilon_k v_k, p\) if \(p\) is odd and \(\min_{C} (f + \epsilon_k g + \beta_{k,1} g_1 + \beta_{k,2} g_2 + \ldots + \beta_{k,p} g_p) = \min_{C} f + \epsilon_k \min_{S} g + \beta_{k,1} \min_{C} g_1 + \beta_{k,2} \min_{C} g_2 + \ldots + \beta_{k,p} \min_{C} g_p + e_k + \epsilon_k w_k, p\) if \(p\) is odd with \(v_{k,p}, w_{k,p}, \epsilon_k, e_k\) converge to 0 when \(k \to +\infty\).

**3. STABILITY OF VARIATIONAL ASYMPTOTIC DEVELOPMENTS BY SEQUENTIAL EPI-CONVERGENCE**

In this short subsection we investigate the stability of asymptotic developments under epi-convergence, that is a variational convergence [3] which preserves the stability of the minimum of functions if a relative compactness hypothesis is satisfied. In order to state our result, we recall the definition of epi-convergence and its importance in variational analysis. Let \(f_n, f : X \to \mathbb{R}\) be a sequence of functions. We say that \((f_n)_n\) epi-converges sequentially to \(f\)
on X and we write \( f_n \text{ epi-seq } f \) if: (1) \( \forall x, \forall x_n \to x, f(x) \leq \lim_n f_n(x_n) \); (2) \( \forall x, \exists x_n \to x \) such that \( f_n(x_n) \to f(x) \). Convergence in this sense has remarkable properties in the literature.

One of the crucial properties in a general topological setting is the following stability result:

**THEOREM 3.1** [3]. Assume that \( f_n \text{ epi-seq } f \) and consider a sequence \((x_n)_n\) in X such that \( f_n(x) \leq \inf_X f_n + \gamma_n, \gamma_n \to 0 \) with \( \gamma_n \geq 0 \) and \( \inf_X f_n \in \mathbb{R} \). Then for every converging subsequence \((x_{n_k})_k\) to an element \( \pi \), we have \( \pi \in \arg\min(f, X) \) and \( f_{n_k}(x_{n_k}) \to \min_X f \) when \( k \to +\infty \).

Now return to problem (P) with C=X and assume that the lsc proper functions \( f_n : X \to \mathbb{R} \cup \{+\infty\} \) epi-converge sequentially to \( f : X \to \mathbb{R} \cup \{+\infty\} \) and there exists a sequence \((x_n)_n\) in X having a subsequence \( x_{n_p} = y_p \to \bar{f} \) and \( \min_X f_n = f_n(x_n) \) \( \forall n \). Denote by \( F_k^n(x) = f_n(x) + \epsilon_k g_n(x) + h_k(x) \) the regularization functions associated to \( f_n \) with \( g_n : X \to \mathbb{R} \) is lsc and suppose that \( h_k \text{ epi-seq } h \) with \( h : X \to \mathbb{R} \cup \{+\infty\} \) is proper. Assume also that there exists a sequence \((z^*_k)_k\) relatively compact such that for every \( k, n \), \( z^*_k = \inf_X F_k^n \) is finite, \( F_k^n(z^*_k) \to 0 \), \( \frac{h_k(z^*_k) - r_k}{\epsilon_k} \to 0 \) when \( k \to +\infty \), \( \forall s \in S_n = \arg\min(f_n, X) \), \( \forall n \). Following theorem 2.2, there exists a sequence \((\delta^n_k)_k\) of scalars converging to 0 for each fixed \( n \) when \( k \to +\infty \) such that we have the following asymptotic development \( A^n_k = F_k^n(z^*_k) = \min_X f_n + \epsilon_k \min_S g_n + \inf_X h_k(x) + \epsilon_k \delta^n_k \). The stability result is stated as follows:

**THEOREM 3.2.** There exists a subsequence \((n'_k)_k\) satisfying
\[
\left( A^k_{n'_k}, \delta^k_{n'_k}, \frac{F_k^n(z^*_k)}{\epsilon_k} \right) \to \left( \min_X f + \min_X h, f(\bar{f}) + h(\bar{f}), 0, 0 \right) \text{ if } k \to +\infty \text{ where } \bar{f} \in \arg\min(f, X) \cap \arg\min(h, X).\n\]
In particular if \( z^*_k = x^*_k \in \arg\min(F_k^n, X) \) we have \( \min_X f + \epsilon_k \min_S g_n + h_k \to \min_X f + \min_X h \) when \( k \to +\infty \).

**Proof.** Because \( d^p_n = \frac{h_k(y_p) - r_k}{\epsilon_k} \to 0 \) when \( k \to +\infty \) \( \forall p \), the diagonalization lemma [3] shows that there exists a subsequence \((p_k)_k\) (which can be computed) such that \( d^{p_k}_n \to 0 \) if \( k \to +\infty \), so for a given \( \epsilon > 0 \), \( h_k(y_{p_k}) \leq \inf_X h_k + \epsilon_k \epsilon \) for \( k \) large enough, and by theorem 3.1 we conclude that \( \inf_X h_k \to \min_X h \) and \( \bar{f} \in \arg\min(f, X) \cap \arg\min(h, X) \). But for each fixed \( p \), \( A^p_k = \min_X f + \min_X h, 0, 0 \) if \( k \to +\infty \) and \( \min_X f_{p_n} \to \min_X f \) when \( p \to +\infty \); accordingly by the diagonalization lemma again, there exists a subsequence \((n_{p_k} = n'_k)_k\) satisfying \( A^k_{n'_k}, \delta^k_{n'_k}, \frac{F_k^n(z^*_k)}{\epsilon_k} \) \( \to \left( \min_X f + \min_X h, 0, 0 \right) \) if \( k \to +\infty \). The remainder follows, which completes the proof. □

**REMARK 3.3.** It is worth pointing out that the stability result established here holds regardless of the epi-convergence or not of the sequence \( f_{n_k} + \epsilon_k g_{n_k} + h_k \) to \( f + h \) and without having any information on the behavior of the sequence \( \epsilon_k g_{n_k} \) !

**4.THE CONVEX CASE**

In this section we apply the above results to convex functions defined on a normed space and derive asymptotic developments for the Legendre-Fenchel transform.
PROPOSITION 4.1. Let $X$ be a reflexive Banach space and $f: X \to \mathbb{R} \cup \{+\infty\}$, $g$, $h_k : X \to \mathbb{R}$ are convex proper lower semicontinuous functions. Let $C$ be a nonempty closed convex set of $X$ such that $S=\text{argmin}(f, C)$ is nonempty. Assume that:

(a) $\{x\in C/ g(x)\leq \lambda\}$ is bounded $\forall \lambda \in \mathbb{R}$;
(b) $\frac{h_k(x)-r_k}{\epsilon_k} \to 0$ if $k \to +\infty$, $\forall s\in S$.

Let $(z_k)_k$ be a sequence of $C$ such that $\frac{F_k(z_k)-i_k}{\epsilon_k} \to 0$ when $k \to +\infty$. Then $(z_k)_k$ is weakly relatively compact and the conclusion of theorem 2.2 holds. If argmin$(g, S)=\{\pi\}$ (particularly when $g$ is strictly convex) then $(z_k)_k$ has a unique weakly cluster point $z=\pi$ and $z_k \to \pi$ where $\to$ denotes the weak convergence. Moreover if the conditions $g(t_k) \to g(t)$ and $t_k \to t$ imply that $\|t_k-t\| \to 0$, $k \to +\infty$ one has $\|z_k-\pi\| \to 0$ when $k \to +\infty$.

Proof. First, we point out that $L_k^\lambda = \{x\in C/ F_k(x) \leq \lambda\} \subset \{x\in C/ g(x) \leq \frac{\lambda-\min_C f-r_k}{\epsilon_k}\}$ for each $k$ and $\lambda \in \mathbb{R}$, so $L_k^\lambda$ is weakly compact and by a classical argument [58], $i_k = \min_C f_k = F_k(x_k)$ for some $x_k \in C$. Now by reflexivity, convexity and Corollary 2.5, it is immediat that $(z_k)_k$ is weakly relatively compact. The remainder follows by an obvious verification. □

In the theorem below, we give sufficient conditions ensuring that the minimization problem $(F_k, C)$ is strongly well-posed in the Tikhonov sense. Given two functions $p$, $q$: $X \to \mathbb{R} \cup \{+\infty\}$ and consider the following hypotheses:

$(H_p)$: $A_\lambda = \{x\in C/ p(x)-\lambda \|x\| \leq 0\}$ is bounded for every $\lambda \in \mathbb{R}$.

$(H_q')$: $q(x_n) \to q(x)$ and $x_n \to x$ imply that $\|x_n-x\| \to 0$ when $n \to +\infty$.

THEOREM 4.2. Let $X$ be a reflexive Banach space and suppose that $F_k(x) = f(x) + \epsilon_k g(x) + h_k(x)$ is strictly convex on a closed convex subset $C$ of $X$. Assume that $(H_p)$ and $(H_q')$ hold simultaneously at least for two functions $p$, $q$ (eventually identical) belonging in the set $\{f, g, h_k\}$ where $f: X \to \mathbb{R} \cup \{+\infty\}$, $g$, $h_k : X \to \mathbb{R}$ are convex proper lower semicontinuous functions. Then $(F_k, C)$ is well-posed in the Tikhonov sense.

Proof. Let $F_k(x) = f(x) + \epsilon_k g(x) + h_k(x)$, $\epsilon_k > 0$. Each function $f$, $g$, $h_k$ has a continuous affine minorant, so if $p \in \{f,g,h_k\}$ then there exist $\alpha \geq 0$, $\beta \in \mathbb{R}$ such that $F_k(x) \geq -\alpha \|x\| + \beta + \gamma p(x)$ ($\gamma = \epsilon_k$ if $p=g$ and $\gamma=1$ otherwise). It turns out that $L_k^\lambda = \{x\in C/ F_k(x) \leq \lambda\} \subset \{x\in C/ p(x) - \frac{\alpha}{\gamma} \|x\| + \frac{\beta}{\gamma} \leq \frac{\lambda}{\gamma}\}$ which is bounded by $(H_p)$ for every $\lambda \in \mathbb{R}$; so $L_k^\lambda$ is weakly compact and $(F_k, C)$ has a unique solution $x_k$. Now let $(x_n)_n$ be a minimizing sequence for $(F_k, C)$. Since $F_k(x_n) \to F_k(x_k) \in \mathbb{R}$ when $n \to +\infty$, $(x_n)_n$ belongs to a sublevel of $F_k$ and $(x_n)_n$ is bounded. By lower semicontinuity of $F_k$, every cluster point $z \in C$ of $(x_n)_n$ for the weak topology satisfies $F_k(z) = F_k(x_k)$ so $z=x_k$ and $x_n \to x_k$. Set $a_n = f(x_n) + \epsilon_k g(x_n) + h_k(x_n) - f(x_k) - \epsilon_k g(x_k) - h_k(x_k) \to 0$ if $n \to +\infty$. We have $f(x_n) - f(x_k) = a_n + \epsilon_k g(x_n) - g(x_k)) + h_k(x_n) - h_k(x_k)$ and $\lim_{n} f(x_n) - f(x_k) \leq \epsilon_k (g(x_k) - \lim_{n} g(x_n)) + h_k(x_k) - \lim_{n} h_k(x_n) \leq 0$; accordingly $\lim_{n} f(x_n) \leq f(x_k) \leq \lim_{n} f(x_n)$ and $f(x_n) \to f(x_k)$. By the same argument one has $g(x_n) \to g(x_k)$ and $h_k(x_n) \to h_k(x_k)$. From $(H_q')$ we conclude that $\|x_n-x_k\| \to 0$ when $n \to +\infty$. □
Note that a reflexive Banach space may be always renormed by a strictly convex norm \( \| \cdot \| \) such that \( (H'_q) \) is satisfied with \( q(x) = \| \cdot \| \) [104]; so one can take for instance in proposition 4.1 or in theorem 4.2, \( g(x) = \| x - x_0 \|_v, \ r \geq 1 \) and \( x_0 \) is any given point in \( X \). In this case the sequence \( (x_k)_k \), where \( x_k \) is the minimizer of \( F_k \) on \( C \), converges strongly to \( \text{proj}_S x_0 \) in Proposition 4.1 (or in Theorem 4.2 if (b) is satisfied). Also we point out that, even though \( (H_p) \) and \( (H'_p) \) fail to be satisfied with \( p, q \in \{ f, g \} \) which can be imposed by an algorithm, a large choice of the "negligible" terms \( h_k \) may guarantee the verification of \( (H_{hk}) \) and \( (H'_{hk}) \). It is worth noting that the only role of hypothesis \( (H_p) \) is to ensure the boundedness of \( L^k_X \). It can be replaced for instance by the following hypothesis: two functions of \( \{ f, g, h_k \} \) are bounded below and the third is weakly inf-compact; for example \( f, g \) are bounded below and \( h_k \) is weakly inf-compact.

4.3. Application to Legendre-Fenchel Transform

In the sequel we are interested by asymptotic developments of the Legendre-Fenchel transform [58] \( (f + \epsilon g_1 + \epsilon^2 g_2 + \ldots \epsilon^k g_n)^*(y) \) where \( y \) is a fixed point of the topological dual \( X^* \) of a locally convex space \( X \) and \( f: X \rightarrow \mathbb{R} \cup \{ +\infty \} \) is a convex proper lower semicontinuous function, \( g_k : X \rightarrow \mathbb{R}, \ k = 1, 2, \ldots n \) are convex continuous functions. Assume that \( \epsilon^k \rightarrow 0, \epsilon^k > 0 \) and \( \frac{\epsilon^k}{\epsilon^l} \rightarrow 0 \) if \( k \rightarrow +\infty \ \forall \ i = 1 \ldots n \). For simplicity, take \( \epsilon^k = \epsilon^l = \epsilon \rightarrow 0 \).

If \( n = 1 \) we have \( (f + \epsilon g_1)^*(y) = \sup_{x \in X} \{ \langle x, y \rangle - (f + \epsilon g_1)(x) \} \). Set \( \alpha_1 = -(f + \epsilon g_1)^*(y) = \inf_{x \in X} \{ f(x) - \langle x, y \rangle + \epsilon g_1(x) \} \) and assume that there exists a class of hypotheses such that \( S_y = \arg \min_x \{ f(\cdot) - \langle \cdot, y \rangle \} \) is nonempty and \( \alpha_1 = \min_{x \in X} \{ f(x) - \langle x, y \rangle + \epsilon g_1(x) \} = \min_{x \in X} \{ f(x) - \langle x, y \rangle \} + \epsilon \min_{x \in S_y} \{ g_1(x) + \epsilon \varphi_1(y, \epsilon) \} \) where \( \varphi_1(y, \epsilon) \rightarrow 0 \) if \( \epsilon \rightarrow 0 \). But \( z \in S_y \) if and only if \( f(z) - \langle z, y \rangle \leq \inf_{x \in X} f(x) - (x, y) = -f^*(y) \) or equivalently, \( f(z) + f^*(y) \leq \langle z, y \rangle \), i.e. \( z \in \partial f^*(y) \) the subdifferential in the sense of convex analysis of \( f^* \) at \( y \) [58]. It turns out that \( (f + \epsilon g_1)^*(y) = f^*(y) + \epsilon (g_1 + \delta_{\partial f^*(y)})(0) + \epsilon \varphi_1(y, \epsilon) \) where \( \delta_{\partial f^*(y)}(z) = 0 \) if \( z \in \partial f^*(y) \) and \( \delta_{\partial f^*(y)}(z) = +\infty \) otherwise. By [58, Th.6.5.8], one has \( (g_1 + \delta_{\partial f^*(y)})(0) = (g_1^* \nabla \delta_{\partial f^*(y)})(0) = g_1^*(t) + \delta_{\partial f^*(y)}(-t) \) for some \( t \in X^* \) where the operation \( \nabla \) stands for the infimal convolution, called also epi-sum in the literature (for the importance of this operation in optimization, see for instance [5, 58, 76] and references therein). Furthermore if \( f^* \) is finite and \( \tau(X^*, X) \) continuous at \( y \) then \( \delta_{\partial f^*(y)}(w) = \max_{r \in \partial f^*(y)} \langle w, r \rangle = (f^*)'(y, w) \forall w \). Here \( (f^*)'(y, w) = \lim_{\lambda \rightarrow 0^+} \frac{f^*(y + \lambda w) - f^*(y)}{\lambda} \) is the directional derivative and \( \tau(X^*, X) \) is the Mackey topology on \( X^* \). So \( (f + \epsilon g_1)^*(y) = f^*(y) + \epsilon (g_1^* \nabla \delta_{\partial f^*(y)})(0) + \epsilon \varphi_1(y, \epsilon) = f^*(y) + \epsilon (g_1^*(t) + (f^*)(y, -t) + \epsilon \varphi_1(y, \epsilon)). For n=2, assume that under suitable hypotheses we have \( \min_{x \in X} f(x) - (x, y) + g_1(x) + \epsilon^2 g_2(x) = \min_{x \in X} f(x) - (x, y) + \epsilon \min_{x \in S_y = \partial f^*(y)} g_1(x) + \epsilon^2 \inf_{x \in X} g_2(x) + \epsilon \varphi_2(y, \epsilon), \varphi_2(y, \epsilon) \rightarrow 0 \) when \( \epsilon \rightarrow 0 \). Hence, \( (f + \epsilon g_1 + \epsilon^2 g_2)^*(y) = f^*(y) + \epsilon (g_1 + \delta_{\partial f^*(y)})(0) + \epsilon^2 g_2^*(0) + \epsilon \varphi_2(y, \epsilon) = f^*(y) + \epsilon (g_1^* \nabla (f^*))'(y, .))(0) + \epsilon^2 g_2^*(0) + \epsilon \varphi_2(y, \epsilon) \) if \( f^* \) is finite and \( \tau(X^*, X) \) continuous at \( y \). For n=3 assume that there exist some assumptions under which one has the following equalities: \( -(f + \epsilon g_1 + \epsilon^2 g_2 + \epsilon^3 g_3)^*(y) = \min_{x \in X} f(x) - (x, y) + \epsilon \min_{x \in S_y} g_1(x) + \epsilon^2 \)}
\[\epsilon g_1(x) + \epsilon^2(g_2(x) + \epsilon g_3(x)) = \min_{x \in X} (f(x) - \langle x, y \rangle) + \epsilon \min_{x \in \partial f^*(y)} g_1(x) + \epsilon^2 \min_{x \in X} (g_2(x) + \epsilon g_3(x)) + \epsilon k(y, \epsilon)\]

\[= \min_{x \in X} (f(x) - \langle x, y \rangle) + \epsilon \min_{x \in \partial f^*(y)} g_1(x) + \epsilon^2 \min_{x \in \partial g_2(0)} g_3(x) + \epsilon^3 \min_{x \in \partial g_2(0)} g_3(x) + \epsilon^3 \gamma(\epsilon) + \epsilon k(y, \epsilon); \]

then we compute \((f + \epsilon g_1 + \epsilon^2 g_2 + \epsilon^3 g_3)^*(y) = \max\{y + \epsilon g_1 + \delta f^{\epsilon}(y)\}^*(0) + \epsilon^2 g_2^*(0) + \epsilon^3 g_3^*(0)\). \[\epsilon\phi(y, \epsilon)\] with \(\varphi_3(y, \epsilon) \rightarrow 0\) when \(\epsilon \rightarrow 0\). If \(f^*\) and \(g_2^*\) are respectively \(\tau(X^*, X)\) continuous at \(y\) and 0 then \((f + \epsilon g_1 + \epsilon^2 g_2 + \epsilon^3 g_3)^*(y) = \max\{y + \epsilon (g_1^\epsilon)\\nabla (f^*)'(y, \epsilon)\}(0) + \epsilon^2 g_2^*(0) + \epsilon^3 g_3^*(0)\) with \(\varphi_3(y, \epsilon) = 0\). A straightforward generalization shows that under suitable hypotheses we have:

\[\langle \sum_{i=1}^n \epsilon^i g_i(x) \rangle \geq 0 \quad \text{for every} \quad \sum_{i=1}^n \epsilon^i m_i \geq 0 \quad \text{at a point} \quad x_i. \]

Let \(\epsilon \in \mathbb{R}\) such that \(g_i(x) \geq m_i \quad \text{for every} \quad i \quad \text{and} \quad x \in X\). We have \(F_i(x) = \langle f(x) - \langle x, y \rangle + \sum_{i=1}^n \epsilon^i g_i(x) \rangle \geq \max\{f(x) - \langle x, y \rangle + \sum_{i=1}^n \epsilon^i m_i \geq f(x) - \langle x, y \rangle - 1\} \quad \text{for every} \quad \epsilon \leq 0\), so \(F_i\) is weakly inf-compact and reaches its minimum at a point \(x_i\). Let \(\epsilon \in \text{Dom}\); we have \(f(x_i) - \langle x_i, y \rangle + \sum_{i=1}^n \epsilon^i m_i \leq f(a) - \langle a, y \rangle + \sum_{i=1}^n \epsilon^i g_i(a) \quad \text{and} \quad f(x_i) - \langle x_i, y \rangle \leq f(a) - \langle a, y \rangle + \sum_{i=1}^n \epsilon^i g_i(a) \quad \text{when} \quad \epsilon \quad \text{sufficiently small} \).

Then \((x_i)_{\epsilon} \) is relatively compact, and by theorem 2.2 one has \(\min_{x \in X} F_k = \min_{x \in X} (f(x) - \langle x, y \rangle) + \epsilon \max_{x \in S} \epsilon g_1(x) + \inf_{x \in X} \sum_{i=2}^{n} \epsilon^i g_i(x) + \epsilon \varphi(\epsilon)\). Now by the same argument \(\inf_{x \in X} \sum_{i=2}^{n} \epsilon^i g_i(x) = \epsilon^2 \inf_{x \in X} (g_2(x) + \epsilon g_3(x) + \ldots + \epsilon^{n-2} g_n(x)) = \epsilon^2 \min_{x \in \partial f^*(y)} g_2(x) + \epsilon^3 \min_{x \in \partial g_2(0)} g_3(x) + \epsilon^3 \gamma(\epsilon)\), and step by step we derive formula (4.1) by [58, Th.6.4.8, Th.6.5.8] and by the fact that the weak inf-compactness of \(f(\cdot) - \langle \cdot, y \rangle\) and \(g_2\) implies that \(f^*\) and \(g_2^*\) are respectively \(\tau(X^*, X)\) continuous at \(y\) and 0 [58, Th.6.3.9 and its Corollary].

**Corollary 4.5.** Let \(X\) be a reflexive Banach space and \(X^*\) its topological dual. Let \(f: X \to \mathbb{R} \cup \{\pm \infty\}\) be a convex proper lower semicontinuous function and \(g_i(x) = \|x_i\|^i\) for every \(i = 1, 2, \ldots n\). If \(f^*\) is \(\|_{X^*} - \text{continuous}\) at \(y\) then (4.1) holds with \(g_{2i}^*(0) = 0\) for every \(1 \leq 1 \) such that \(2i \leq n\).

**Proof.** It is clear that \(g_i\) \(i = 1, 2, \ldots n\) satisfy all hypotheses in theorem 4.4 and the Mackey topology \(\tau(X^*, X)\) on \(X^*\) is exactly the norm \(\|_{X^*}\) topology, so the \(\|_{X^*} - \text{continuity}\) of \(f^*\) at \(y\) is equivalent [58] to the weak inf-compactness of \(f(\cdot) - \langle \cdot, y \rangle\). \(\square\)

**5. New Generalized Regularizations for Saddle Functions and Asymptotic Developments.**
In what follows we are concerned by new generalized regularizations of saddle functions and their associated asymptotic developments. Consider two general topological Hausdorff spaces \( X,Y \) and \( f:X\times Y \to \mathbb{R}, g:X\times Y \to \mathbb{R}, \ h:X\times Y \to \mathbb{R} \) be three functions with \( \epsilon > 0 \). Each function \( f, g \) is assumed to be lower semicontinuous (lsc) at the first variable and upper semicontinuous (usc) at the second variable. Denote by \( h_\epsilon^1 = \sup_{y\in Y} \inf_{x\in X} h_\epsilon(x,y) \) and \( h_\epsilon^2 = \inf_{x\in X} \sup_{y\in Y} h_\epsilon(x,y) \) which are supposed finite for every \( \epsilon > 0 \) sufficiently small. Assume that the set \( S=\{(a,b)\in X\times Y/(a,b) \} \) is a saddle point of \( f \) is nonempty.

Set \( F_\epsilon(x,y) = f(x,y) + a_\epsilon g(x,y) + h_\epsilon(x,y) \) with \( a_\epsilon > 0 \), \( a_\epsilon \to 0 \) if \( \epsilon \to 0 \). If \( h_\epsilon = 0 \) and \( g(x,y) = a_i \left\| x \right\|^p - b_i \left\| y \right\|^q \) with \( a_i, b_i \) are positive real numbers and \( p,q \in \mathbb{N}^* \) then \( F_\epsilon \) reduces to the classical Tikhonov regularization.

Using a similar technique considered in the proof of theorem 2.2 with more difficult and sophisticated arguments we can state the following result:

**THEOREM 5.1.** Let \((x_\epsilon,y_\epsilon)\), be a relatively compact sequence such that \( \alpha_\epsilon = \sup_{x_\epsilon} F_\epsilon(x_\epsilon,y_\epsilon), \beta_\epsilon = \inf_{y_\epsilon} F_\epsilon(x_\epsilon,y_\epsilon), \gamma_\epsilon(t) = \sup_{y_\epsilon} h_\epsilon(t,y), \delta_\epsilon(z) = \inf_{x_\epsilon} h_\epsilon(x,z) \) are finite for every \( \epsilon \) sufficiently small and every \((t,z)\in X\times Y\). Assume that the following condition holds:

\[
\lim_{\epsilon \to 0} \frac{\alpha_\epsilon - \beta_\epsilon}{\gamma_\epsilon} = \lim_{\epsilon \to 0} \frac{\gamma_\epsilon(t) - \delta_\epsilon(z)}{\alpha_\epsilon} = 0 \quad \forall (t,z) \in X \times Y
\]

Then:

(i) any cluster point \((\tilde{x}, \tilde{y})\) of \((x_\epsilon,y_\epsilon)\) is a saddle point of \( f \) on \( X\times Y \) and is a saddle point of \( g \) on \( S \). Furthermore for every \( \alpha_\epsilon \in \mathbb{R} \), there exists a sequence \((\delta_\epsilon^\alpha, \theta_\epsilon^1, \theta_\epsilon^2) \to 0 \mathbb{R}^3 \) if \( \epsilon \to 0 \) depending on the scheme under consideration such that \( F_\epsilon(x_\epsilon,y_\epsilon) = f(\tilde{x}, \tilde{y}) + a_\epsilon g(\tilde{x}, \tilde{y}) + \alpha \delta_\epsilon^\alpha + (1 - \alpha) \theta_\epsilon^1 + (1 - \alpha) \theta_\epsilon^2 \) and the sequence \((g_\epsilon(x_\epsilon, y_\epsilon), f(\tilde{x}, \tilde{y}), f(\tilde{x}, y_\epsilon) - f(\tilde{x}, \tilde{y}), f(\tilde{x}, y_\epsilon) - f(\tilde{x}, \tilde{y}), h_\epsilon^2 - h_\epsilon^1) \) converges to \((g(\tilde{x}, \tilde{y}), g(\tilde{x}, \tilde{y}), 0, 0, 0) \) if \( \epsilon \to 0 \);

(ii) \( F_\epsilon^i = f(\tilde{x}, \tilde{y}) + a_\epsilon g(\tilde{x}, \tilde{y}) + \alpha h_\epsilon^1 + (1 - \alpha) h_\epsilon^2 + a_\epsilon \theta_\epsilon^1 + a_\epsilon \theta_\epsilon^2 \) and \( \lim_{\epsilon \to 0} \frac{F_\epsilon^2 - F_\epsilon^1}{\alpha_\epsilon} = 0 \) where \( F_\epsilon^1 = \sup_{y_\epsilon \in Y} \inf_{x_\epsilon \in X} F_\epsilon(x,y) \) and \( F_\epsilon^2 = \inf_{x_\epsilon \in X} \sup_{y_\epsilon \in Y} F_\epsilon(x,y) \).

**REMARK 5.2.** The first limit in (5.1) is straightforward satisfied if \((x_\epsilon,y_\epsilon)\) is a saddle point of \( F_\epsilon \). Also we observe that there exists a wide class of functions \( h_\epsilon : X\times Y \to \mathbb{R} \) satisfying the second limit in (5.1). Take for instance the functions of the kind \( h_\epsilon(x,y) = \sum_{i=1}^n b_i^\epsilon g_i(x,y) \) where \( m_i(y) \leq g_i(x,y) \leq M_i(x) \forall (x,y) \in \mathbb{X}\times Y \). Here \( m_i(y), M_i(x) \) are real numbers and \( b_i^\epsilon \geq 0 \) satisfying \( \lim_{\epsilon \to 0} \frac{b_i^\epsilon}{\alpha_\epsilon} = 0 \forall i \). Then \( \sum_{i=1}^n b_i^\epsilon (M_i(x) - m_i(b)) \leq \sum_{i=1}^n b_i^\epsilon (M_i(a) - m_i(b)) \) and \( \lim_{\epsilon \to 0} \sum_{i=1}^n b_i^\epsilon (M_i(a) - m_i(b)) = 0 \forall (a,b) \in \mathbb{X}\times Y \). In particular one can consider the classical functions used in many schemes of saddle point approximation methods \( g_i(x,y) = \alpha_i \left\| x - x_i \right\|_p - \beta_i \left\| y - y_i \right\|^q \) where \( x_i, y_i \) are given points in the normed spaces \( X, Y \), \( p_i, q_i \in \mathbb{N}^* \) and \( \alpha_i, \beta_i > 0 \) (For instance, see [88, 94] and references therein). More generally one may take \( h_\epsilon(x,y) = \sum_{i=1}^n b_i^\epsilon g_i(x,y) \) where there exist two real functions \( m_i(y) \) and \( M_i(x) \) such that for every \((x,y)\) we have \( m_i(y) \leq g_i(x,y) \leq M_i(x) \) and \( \lim_{\epsilon \to 0} \sum_{i=1}^n b_i^\epsilon (M_i(x) - m_i(y)) = 0 \forall (a,b) \in \mathbb{X}\times Y \) then \( \lim_{\epsilon \to 0} \sup_{y_\epsilon \in Y} h_\epsilon(a,y) - \inf_{x_\epsilon \in X} h_\epsilon(x,b) = 0 \). For example, see the regularization function considered in theorem 6.9.
COROLLARY 5.3. Let $X$, $Y$ be two convex compacts of $\mathbb{R}^n$ and $\mathbb{R}^m$ respectively. Assume that $F_\varepsilon : X \times Y \to \mathbb{R}$ is finite, convex-concave and continuous with $h_\varepsilon(x,y) = \sum_{i=1}^p b_i \epsilon_i g_i(x,y)$ where $g_i : X \times Y \to \mathbb{R}$, $i=1\ldots p$ are such that $m_i(\epsilon) = g_i(x,y) \leq M_i(x) \forall (x,y) \in X \times Y$. $m_i(\epsilon)$, $M_i(x)$ are real numbers and $a_i > 0$, $b_i \geq 0$ satisfying $\lim_{\epsilon \to 0} b_i \epsilon_i = 0$ for each $i$, $\lim_{\epsilon \to 0} a_i = 0$. Then $\lim_{\epsilon \to 0} \max_{x \in X, y \in Y} F(x,y) = \min_{x \in X} h(x)$ where $S = A \times B$.

Proof. By [96], $F_\varepsilon$ has a saddle point $(x_\epsilon, y_\epsilon)$ and the sequence $((x_\epsilon, y_\epsilon))_\epsilon$ is relatively compact. The limits in (5.1) are obviously satisfied, so the conclusions of theorem 5.1 hold. But for each $(x,y) \in X \times Y$ we have $\sum_{i=1}^p b_i \epsilon_i m_i(y) \leq h_\epsilon \leq h_\epsilon^2 \leq \sum_{i=1}^p b_i \epsilon_i M_i(x)$ then $\lim_{\epsilon \to 0} \frac{b_i \epsilon_i}{a_i} = \lim_{\epsilon \to 0} \frac{b_i \epsilon_i^2}{a_i} = 0$ which completes the proof.

5.4. Conjugacy of Bivariate Functions and Asymptotic Developments

Theorem 5.1 can provide an interesting tool for application to the conjugacy of bivariate functions as follows: Assume that $X,Y$ are normed spaces with their topological dual $X^*$ and $Y^*$ respectively. Fix $(x^*, y^*)$ in $X^* \times Y^*$ and set $K(x^*, y^*) = \sup_y \inf_x (\langle x^*, x \rangle + \langle y^*, y \rangle + g(x,y))$ (for instance see [96] for the importance of this function in saddle functions theory and conjugacy ), $K_\epsilon(x^*, y^*) = \sup_y \inf_x (\langle f(x,y) + \epsilon g_1(x,y) + \epsilon^2 g_2(x,y) + \ldots \epsilon^n g_n(x,y) \rangle, \epsilon > 0$ where $g_i, g_i : X \times Y \to \mathbb{R}$ are given functions, $i=1,2\ldots n$ and $f(x,y) = \langle x^*, x \rangle + \langle y^*, y \rangle + g(x,y)$. Denote by $S_f$ and $S_{g_{2k}}$ respectively the sets of saddle points of $f$ and $g_{2k}$ on $X \times Y$ assumed to be nonempty. Under suitable hypotheses as in the previous theorem applied many times to $f$, $g_i$ and to the regularized scheme under consideration with $h(x,y) = \epsilon^2 (g_2(x,y) + \epsilon g_3(x,y) + \epsilon^2 g_4(x,y) + \epsilon^3 g_5(x,y) + \ldots \epsilon^{n-2} g_n(x,y)) = \epsilon^2 H_\epsilon(x,y)$, one can derive easily the following formula: If $n=2p+1$ then $K_\epsilon(x^*, y^*) = f(x_0, y_0) + \epsilon g_1(x_0, y_0) + \epsilon^2 g_2(x_2, y_2) + \epsilon^3 g_3(x_2, y_2) + \ldots + \epsilon^{2k} g_{2k}(x_{2k}, y_{2k}) + \epsilon^{2k+1} g_{2k+1}(x_{2k}, y_{2k}) + \ldots + \epsilon^{2p} g_{2p}(x_{2p}, y_{2p}) + \epsilon^{2p+1} g_{2p+1}(x_{2p}, y_{2p}) + \sum_{i=1}^{2p+1} \epsilon^i \epsilon_i^e$ for some $\epsilon_i$ converging to $0$ if $\epsilon \to 0$. If $n=2p$ and $\alpha \in \mathbb{R}$ then $K_\epsilon(x^*, y^*) = f(x_0, y_0) + \epsilon g_1(x_0, y_0) + \epsilon^2 g_2(x_2, y_2) + \epsilon^3 g_3(x_2, y_2) + \ldots + \epsilon^{2k} g_{2k}(x_{2k}, y_{2k}) + \epsilon^{2k+1} g_{2k+1}(x_{2k}, y_{2k}) + \ldots + \epsilon^{2p} g_{2p}(x_{2p}, y_{2p}) + \epsilon^{2p+1} g_{2p+1}(x_{2p}, y_{2p}) + \sum_{i=1}^{2p} \epsilon^i \epsilon_i^e$ with $\epsilon_i^e \to 0$ if $\epsilon \to 0$. Here $(x_0, y_0)$ is a saddle point of $f$ on $X \times Y$ and is also a saddle point of $g_1$ on $S_f$. $(x_{2k}, y_{2k}) \in S_{g_{2k}}$ and is a saddle point of $g_{2k+1}$ on $S_{g_{2k}}$.

6. WELL-POSEDNESS OF GENERALIZED REGULARIZATIONS FOR BIVARIATE FUNCTIONS

In the sequel we investigate well-posedness of generalized regularizations of saddle functions. Let $X,Y$ be two reflexive Banach spaces renormalized by strictly convex norms $\|\cdot\|_X, \|\cdot\|_Y$ making them E-spaces [3, 34] and $f:X \times Y \to \mathbb{R}$, $g:X \times Y \to \mathbb{R}$, $h:X \times Y \to \mathbb{R}$ be three functions weakly lsc at the first variable for each fixed $y$ and weakly usc at the second variable for each fixed $x$. Consider $F_\varepsilon(x,y) = f(x,y) + \epsilon g(x,y) + h_\varepsilon(x,y)$ and assume that the following hypotheses are satisfied for a function $F:X \times Y \to \mathbb{R}$, (H1) : $\forall x \in X, \exists y \in Y$ such that $F(x,y) > - \infty$, and (H2) : $\forall y \in Y, \exists x \in X$ such that $F(x,y) < + \infty$. Set $g(x) = \sup_{y \in Y} F(x,y)$, $h(y) = \inf_{x \in X} F(x,y)$. It is clear that $\forall x \in X, g(x) > - \infty$, $\forall y \in Y, h(y) < + \infty$ and the function
w(x,y)=g(x)-h(y) is well defined on X×Y with w≥0. If (τ, γ) is a saddle point of F on X×Y, then maxy minx F(x,y)=minx F(x,γ)=maxy F(τ,γ)=minx maxy F(x,y) =g(τ) =h(γ) =F (τ, γ) is finite.

**DEFINITION 6.1** [26]. A sequence (x_n, y_n) in X×Y is called minimaximizing sequence of F if w(x_n,y_n) → 0 when n→ +∞.

The last definition is equivalent to the existence of ε_n > 0, ε_n → 0 such that F(x_n, y_n) ≤ ε_n+F(x, y_n) ∀(x, y) ∈X×Y. Note that a function does not always possess a minimaximizing sequence [26].

**THEOREM 6.2** [26]. The following are equivalent: (a) F has a minimaximizing sequence on X×Y; (b) inf_x sup_y F(x,y)=sup_y inf_x F(x,y); (c) inf_{(x,y)}w(x,y)=0.

**DEFINITION 6.3** [26]. We say that F has well-posed saddle problem on X×Y or briefly (F, X×Y) is well-posed if F has a unique saddle point τ = (τ, γ) on X×Y and every minimaximizing sequence of F converges to τ in the norm topology.

**REMARK 6.4.** For a stronger notion of well-posedness of saddle functions see for instance [75].

In what follows we state sufficient conditions ensuring that (F_ε, X×Y) is well-posed.

**THEOREM 6.5.** Assume that f(x,y) satisfies (H_1) and (H_2) and the following hypotheses are verified: (i) F_ε(., y) is strictly convex and lsc ∀y ∈ Y; (ii) F_ε(x, .) is strictly concave and usc ∀x ∈ X; (iii) ∃y_0 ∈ Y such that for every λ ∈ R, A_λ = {x∈ X / F_ε(x, y_0) ≤ λ} is bounded; (iv) ∃ x_0 ∈ X such that for every λ ∈ R, B_λ = {y∈ Y / F_ε(x_0, y) ≥ λ} is bounded; (v) ∃(a,b)∈X×Y such that f(a,b) is finite. Then: (a) inf_x sup_y F_ε(x,y)=sup_y inf_x F_ε(x,y); (b) F_ε has a unique saddle point (τ_ε, γ_ε) and F_ε(τ_ε, γ_ε) is finite; (c) every minimaximizing sequence (x_n, y_n) of F_ε converges weakly to (τ_ε, γ_ε) if n→ +∞ and F_ε(x_n, γ_n), F_ε(τ_ε, y_n), F_ε(x_n, y_n) converge to F_ε(τ_ε, γ_ε) when n→ +∞. Moreover if there exist two functions p, q ∈ {f, g, h_ε} (eventually identical) such that p(x_n, γ_n) → p(τ_ε, γ_ε) and x_n → τ_ε (→ denotes the weak convergence) imply that lim_n ||x_n - τ_ε|| = 0; and q(τ_ε, y_n) → q(τ_ε, γ_ε) and y_n → γ_ε imply that lim_n ||y_n - γ_ε|| = 0; then (F_ε, X×Y) is well-posed.

**Proof.** (a). By (i), (iii), (v) and [8] one has inf_x sup_y F_ε(x,y)=sup_y inf_x F_ε(x,y). (b). Set ϕ_ε(x)=sup_y F_ε(x,y) which is convex lsc and ϕ_ε(x) ≥ F_ε(x, y_0), so {x∈ X / ϕ_ε(x) ≤ λ} is bounded for every λ by (iii) and min_x ϕ_ε(x) = ϕ_ε(τ_ε) [58] for some τ_ε. Using (ii),(iv) and [58], a symmetric argument shows that max_y ψ_ε(y) = ψ_ε(γ_ε) for some γ_ε where ψ_ε(y) =inf_y F_ε(x,y); then by (a) ϕ_ε(τ_ε)=ψ_ε(γ_ε) i.e sup_y F_ε(τ_ε,y)=inf_y F_ε(τ_ε,y) =F_ε(τ_ε, γ_ε) which is finite because f(x,y) satisfies (H_1) and (H_2); consequently (τ_ε, γ_ε) is a saddle point of F_ε on X×Y. The uniqueness is immediate from strict convexity of F_ε(., y) ∀y and strict concavity of F_ε(x, .)∀x. (c). First we observe by Theorem 6.2 and (a) that the set of minimaximizing sequences of F_ε is nonempty. Now let (x_n, y_n) be a minimaximizing sequence of F_ε . We have F_ε(τ_ε, γ_ε) ≤ F_ε(x_n, γ_n) ≤ F_ε(x_n, y_n) + ε_n, ε_n → 0 and (y_n) is bounded by (iv). In the same way F_ε(x_n, y_n) ≤ F_ε(τ_ε, y_n) + ε_n ≤ F_ε(τ_ε, γ_ε) + ε_n and (x_n) is bounded by (iii). By weak relative compactness of (x_n, y_n), semicontinuity and uniqueness of the saddle point (τ_ε, γ_ε),
it is a routine to check that $x_n \to \bar{x}$ and $y_n \to \bar{y}$. On the other hand, there exist three scalars $m, M, \alpha$ such that $m \leq F_\epsilon(x, y_n) \leq F_\epsilon(x_0, y) + \epsilon_n \leq M$ and $m \leq F_\epsilon(x_n, y) \leq F_\epsilon(\bar{x}, y_n) + \epsilon_n \leq \alpha$ for every $n$, so $F_\epsilon(x, y_n)$ are bounded; and by a classical argument they have a unique cluster point $F_\epsilon(\bar{x}, \bar{y})$ to which they converge. But $F_\epsilon(x, y_n) - \epsilon_n \leq F_\epsilon(x_n, y) \leq F_\epsilon(\bar{x}, y_n) + \epsilon_n$, then $F_\epsilon(x_n, y_n) \to F_\epsilon(\bar{x}, \bar{y})$ when $n \to +\infty$. Since $F(x, y_n) \to F(\bar{x}, \bar{y}) = \min_x F(x, y)$, $F(\bar{x}, y_n) = \max_y F(\bar{x}, y)$, $(x_n)$ and $(y_n)$ are respectively minimizing and maximizing sequences for the two last extremum problems; and as in the proof of Th.4.2 we show that the sequence $(f(x_n, y_n), g(x_n, y_n), h'(x_n, y_n))_n$ converges to $(f(\bar{x}, \bar{y}), g(\bar{x}, \bar{y}), h'(\bar{x}, \bar{y}))$. A symmetric argument shows that

\[(f(x_n, y_n), g(x_n, y_n), h'(x_n, y_n)) = (f(\bar{x}, \bar{y}), g(\bar{x}, \bar{y}), h'(\bar{x}, \bar{y}))\] when $n \to +\infty$; so $(x_n, y_n)_n$ converges in the norm topology to $(\bar{x}, \bar{y})$ by hypothesis which completes the proof of the theorem. \qed

As an immediate consequence of the previous theorem and the fact that $(X, \|\cdot\|_X)$, $(Y, \|\cdot\|_Y)$ are E-spaces, we have the following corollaries:

**COROLLARY 6.6.** Assume that $f : X \times Y \to \mathbb{R}$ is convex-concave lsc at the first variable for each fixed $y$ and use at the second variable for each fixed $x$ and there exist $(x_0, y_0)$ in $X \times Y$ and scalars $m, M$ such that $f(x, y_0) \geq m$, $f(x_0, y) \leq M$ for every $(x, y) \in X \times Y$. Set $F_\epsilon(x, y) = f(x, y) + \sum_{i=1}^p \alpha_i \epsilon \|x - x_i\|^p_i - \sum_{j=1}^q b_j \|y - y_j\|^q_j$ where $\epsilon$ is a positive parameter, $p, q, p_i, q_j \in \mathbb{N}^*$ and $x_i, y_j, i = 1, \ldots, p, j = 1, \ldots, q$ are given points in $X$ and $Y$ respectively, $\alpha_i, \beta_i : [0, +\infty) \to \mathbb{R}$ are continuous functions at 0, convex and strictly increasing such that for every $\lambda \in \mathbb{R}$ the sets \[\{x \in X / \sum_{i=1}^p \alpha_i \epsilon \|x - x_i\|^p_i \leq \lambda\}, \{y \in Y / \sum_{j=1}^q b_j \|y - y_j\|^q_j \leq \lambda\}\] are bounded, then $(F_\epsilon, X \times Y)$ is well-posed.

**COROLLARY 6.7.** Assume that $f : X \times Y \to \mathbb{R}$ is convex-concave lsc at the first variable for each fixed $y$ and use at the second variable for each fixed $x$. Set $F_\epsilon(x, y) = f(x, y) + \sum_{i=1}^p \alpha_i \epsilon \|x - x_i\|^p_i - \sum_{j=1}^q b_j \|y - y_j\|^q_j$ where $\epsilon, \alpha_i, b_j \in \mathbb{R}^+$, $p, q, p, q \in \mathbb{N}^*$ and $x_i, y_j, i = 1, \ldots, p, j = 1, \ldots, q$ are given points in $X$ and $Y$ respectively. If there exist $(x_0, y_0)$ in $X \times Y$ and scalars $m, M$ such that $f(x, y_0) \geq m$, $f(x_0, y) \leq M$ for every $(x, y) \in X \times Y$, then $(F_\epsilon, X \times Y)$ is well-posed.

**COROLLARY 6.8.** Assume that $f : X \times Y \to \mathbb{R}$ is convex-concave lsc at the first variable for each fixed $y$ and use at the second variable for each fixed $x$. Set $F_\epsilon(x, y) = f(x, y) + \sum_{i=1}^p \alpha_i \epsilon \|x - x_i\|^p_i + \alpha_i \epsilon_i - \sum_{j=1}^q \theta_j \epsilon \|y - y_j\|^q_j + \alpha_j \delta_j$ where $\epsilon, \alpha_i, \beta_j \in \mathbb{R}^+$, $c_i, d_j, \omega_i, \delta_j \in \mathbb{R}$, $p, q, p_i, q_j \in \mathbb{N}^*$ and $x_i, y_j, i = 1, \ldots, p, j = 1, \ldots, q$ are given points in $X$ and $Y$ respectively. If there exist $(x_0, y_0)$ in $X \times Y$ and scalars $m, M$ such that $f(x, y_0) \geq m$, $f(x_0, y) \leq M$ for every $(x, y) \in X \times Y$, then $(F_\epsilon, X \times Y)$ is well-posed.

Finally we end our investigation by the following theorem in finite dimensional setting which combines the results of theorem 5.1 and the ones of theorem 6.5:

**THEOREM 6.9.** Let $f : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}$, $f_i : \mathbb{R}^m \to \mathbb{R}$, $g_j : \mathbb{R}^n \to \mathbb{R}$, $i=1, \ldots, p$, $j=1, \ldots, q$ be real-valued functions such that $f$ is continuous convex-concave and $f_i, g_j$ are convex. Assume that the sets $X = \{x \in \mathbb{R}^m / f_i(x) \leq 0, i = 1, \ldots, p\}$, $Y = \{y \in \mathbb{R}^n / g_j(y) \leq 0, j = 1, \ldots, q\}$ are...
nonempty and bounded. Set \( F_\epsilon(x, y) = f(x, y) + a_\epsilon \left( \sum_{k=1}^{r} \alpha_k \| x - x_k \|^p_k - \sum_{k=1}^{s} \beta_k \| y - y_k \|^q_k \right) + \sum_{i=1}^{p} a_{i\epsilon} r_{i\epsilon} e^{r_{i\epsilon}(f_i(x)) + h_i(x)} - \sum_{j=1}^{q} b_{j\epsilon} t_{j\epsilon} e^{t_{j\epsilon}(g_j(y)) + k_j(y)} \) where \( a_\epsilon, \alpha_k, \beta_k, a_{i\epsilon}, b_{j\epsilon}, r_{i\epsilon}, t_{j\epsilon} \) are real positive numbers such that \( a_\epsilon \to 0 \) if \( \epsilon \to 0 \), \( h_i, k_j \) are convex continuous functions defined on \( X, Y \) respectively such that for every \( (x, y) \in X \times Y \), \( h_i(x) \leq \varpi_i \), \( k_j(y) \leq \delta_j \) and \( \lim_{\epsilon \to 0} \frac{\sum_{i=1}^{p} a_{i\epsilon} r_{i\epsilon} e^{a_i x_i} + \sum_{j=1}^{q} b_{j\epsilon} t_{j\epsilon} e^{b_j y_j}}{a_\epsilon} = 0 \).

1. \((F_\epsilon, X \times Y)\) is well-posed;
2. The conclusions of theorem 5.1 hold.

For its proof we need the following lemma:

**Lemma 6.10** [96, Corollary 37.6.2, p.397]. Let \( C \) and \( D \) be nonempty closed bounded convex sets in \( \mathbb{R}^m \) and \( \mathbb{R}^n \) respectively, and \( K \) be a continuous finite convex-concave function on \( C \times D \). Then \( K \) has a saddle point with respect to \( C \times D \).

**Proof of theorem 6.9.** 1). The proof of this point is an immediate consequence of lemma 6.10 (applied to \( K=F_\epsilon \) and \( C \times D=X \times Y \)) and various arguments used in the proof of theorem 6.5 and the fact that the norm \( \| z \| = \left( \sum_{i=1}^{w} z_i^2 \right)^{\frac{1}{2}} \) is strictly convex, \( X, Y \) are convex compact sets and the weak convergence reduces to the norm convergence in finite dimensional setting.

2). If \((x_\epsilon, y_\epsilon)\) is the unique saddle point of \( F_\epsilon \) on \( X \times Y \), the sequence \((x_\epsilon, y_\epsilon)\) is relatively compact and the first limit in (5.1) is straightforward satisfied. On the other hand it is easy to see that

\[-\sum_{j=1}^{q} b_{j\epsilon} t_{j\epsilon} e^{b_j y_j} \leq h_\epsilon(x, y) \leq \sum_{i=1}^{p} a_{i\epsilon} r_{i\epsilon} e^{a_i x_i} \]

for every \((x, y)\in X \times Y\), so

\[0 \leq \frac{\sup_{v \in Y} h_\epsilon(x, y) - \inf_{v \in X} h_\epsilon(x, y)}{a_\epsilon} \leq \frac{\sum_{i=1}^{p} a_{i\epsilon} r_{i\epsilon} e^{a_i x_i} + \sum_{j=1}^{q} b_{j\epsilon} t_{j\epsilon} e^{b_j y_j}}{a_\epsilon} \]

which goes to 0 if \( \epsilon \to 0 \) and the second limit in (5.1) is also satisfied which completes the proof. \(\square\)

7. STABILITY OF VARIATIONAL ASYMPTOTIC DEVELOPMENTS OF BIVARIATE FUNCTIONS BY EPI/HYPO-CONVERGENCE

Let us consider two Hausdorff topological spaces \((X, \tau)\) and \((Y, \sigma)\) and a sequence \( F_n: X \times Y \to \mathbb{R} \) of bivariate functions. First recall [4, 6, 7, 9] that the hypo/epi-limit inferior of the sequence \((F_n)_n\) denoted by \( h_\sigma/\epsilon \rightarrow lF_n \) is the function defined by \( h_\sigma/\epsilon \rightarrow lF_n(x, y) = \inf_{V \in \mathcal{N}_\epsilon(x)} \sup_{v \in \mathcal{N}_\sigma(y)} F_n(u, v) \). The epi/hypo-limit superior of \((F_n)_n\) denoted by \( e_\tau/\sigma \rightarrow lsF_n \) is defined by \( e_\tau/\sigma \rightarrow lsF_n(x, y) = \sup_{U \in \mathcal{N}_\tau(x)} \inf_{v \in \mathcal{N}_\sigma(y)} F_n(u, v) \). Here \( \mathcal{N}_\tau(x) \) is the class of all \( \tau \)-neighbourhoods of \( x \). A bivariate function \( F: X \times Y \to \mathbb{R} \) is said to be an epi/hypo-limit of \((F_n)_n\) if \( e_\tau/\sigma \rightarrow lsF_n \leq F \leq h_\sigma/\epsilon \rightarrow lF_n \) and we write
F = \epsilon_r/h_\sigma - \lim_{n} F_n. The limit F in this sense is not in general unique and this convergence is in some sense minimal to obtain convergence of saddle points and saddle values (see for instance [9] and references therein). For other type of convergences and their importance in saddle point theory see for instance [6, 7, 24, 25, 31, 44]. When (X, \tau) and (Y, \sigma) are metrizable, it is possible to give an easy representation of epi/hypo-limits in sequential terms [6, 9] that turns out to be very useful in practice. In this case F = \epsilon_r/h_\sigma - \lim_{n} F_n if and only if \forall (x, y) \in X \times Y: (i) \forall y_n \to y, \exists x_n \to x such that \lim_{n} F_n(x_n, y_n) \leq F(x, y); (ii) \forall x_n \to x, \exists y_n \to y such that F(x, y) \leq \lim_{n} F_n(x_n, y_n). The sequence (F_n)_n is said to epi/hypo-converge in the extended sense to F [6, 9] if \text{cl}_{x} (\epsilon_r/h_\sigma - \lim_{n} F_n) \leq F \leq \text{cl}_{y}^{\text{u}} (h_\sigma/\epsilon_r - \lim_{n} F_n) where \text{cl}_{x} and \text{cl}_{y}^{\text{u}} are respectively the extended lower closure with respect to x for fixed y and the extended upper closure with respect to y for fixed x [9].

This section concerns the stability properties of the asymptotic developments

\begin{equation}
F^n_k(x^n_k, y^n_k) = f_n(x_n, y_n) + a_k g_n(x_n, y_n) + \alpha h^n_k + (1 - \alpha) h^n_k + a_k d^n_{k,n}
\end{equation}

where (f_n)_n and (h_k)_k are two sequences of bivariate functions epi/hypo-converging in the extended sense to f and h respectively and (x_n, y_n) is a saddle point of f_n. Here F^n_k(x, y) = f_n(x, y) + a_k g_n(x, y) + h_k(x, y) \forall (x, y) \in X \times Y with a_k > 0, a_k \to 0 and g_n, h_k: X \times Y \to \mathbb{R} are given functions. Our goal is to study the limit of F^n_k(x^n_k, y^n_k) when k, n \to +\infty. To this end we state the following result:

**LEMMA 7.1** [71]. Assume that the functions F_n: X \times Y \to \overline{\mathbb{R}} epi/hypo-converge in the extended sense to a function F: X \times Y \to \overline{\mathbb{R}} and there exist a sequence (x_n, y_n) of points in X \times Y and a subsequence (n_k)_k such that F_{n_k}(x_k, y_k) \leq \epsilon_k + F_{n_k}(x, y_k) \forall x, y where \epsilon_k \geq 0 and \epsilon_k \to 0 when k \to +\infty. If the sequence (x_n, y_n)_n is relatively compact, there exist cluster points \overline{x}, \overline{y} of (x_n)_n, (y_n)_n respectively such that (\overline{x}, \overline{y}) is a saddle point of:

(i) \text{cl}_{x} F(x, y) and F_{n_k}(x_k, y_k) \to \text{cl}_{x} F(\overline{x}, \overline{y}) when k \to +\infty if \text{cl}_{y} F(x, y) is usc at y for each fixed x;

(ii) \text{cl}_{y}^{\text{u}} F(x, y) and F_{n_k}(x_k, y_k) \to \text{cl}_{y}^{\text{u}} F(\overline{x}, \overline{y}) when k \to +\infty if \text{cl}_{y}^{\text{u}} F(x, y) is lsc at x for each fixed y;

(iii) F if F(x, y) is lsc at x for each fixed y and usc at y for each fixed x with F_{n_k}(x_k, y_k) \to F(\overline{x}, \overline{y}) if k \to +\infty;

(iv) if (x_n, y_n)_n converges to a point (x', y'), any epi/hypo-limit \text{G} of (F_n)_n in the extended sense, regardless of its semicontinuity, has (x', y') as a saddle point and \text{F}_{n_k}(x_k, y_k) \to \text{G}(x', y').

**REMARK 7.2.** If (x_n, y_n)_n converges, the above lemma generalizes theorem 2.6 in [9, p.93] where the author supposes that (X, \tau) and (Y, \sigma) are metrizable spaces and \epsilon_k = 0. It should be pointed out that the proof of our lemma is very different from the one presented in the last reference. If \sup_{y} F_{n_k}(x_k, y), \inf_{x} F_{n_k}(x, y_k) are finite for every k \geq k_0, hypothesis
\( F_{n_k}(x_k, y) \leq \epsilon_k + F_{n_k}(x, y_k) \) \( \forall x, y \) is equivalent to \( \sup_y F_{n_k}(x_k, y) - \inf_x F_{n_k}(x, y_k) \to 0 \) when \( k \to +\infty \).

**THEOREM 7.3.** Let \((f_n)_n\): \( X \times Y \to \mathbb{R}, (h_k)_k\): \( X \times Y \to \mathbb{R} \) be two sequences of functions epi/hypo-converging in the extended sense respectively to \( f \) and \( h \) which are assumed to be lower semicontinuous at \( x \), upper semicontinuous at \( y \). Assume that the variational asymptotic development (7.1) holds with \((x^n_k, y^n_k)\) and \((x_n, y_n)\) are saddle points of \( F^n_k \) and \( f_n \) respectively and \((x_n, y_n)_n\) is supposed to be relatively compact. Suppose furthermore that \( \sup_{y \in Y} h_k(t, y) - \inf_{x \in X} h_k(x, z) \to 0 \) if \( k \to +\infty \), \( \forall (t, z) \in S_{f_n} = \{(a, b) \in X \times Y / (a, b) \) is a saddle point of \( f_n \}\), \( \forall n \). Then there exists a subsequence \((n_k)_k\) such that

\[
\lim_{k} F^n_{k}(x^n_k, y^n_k) = f(\pi, \gamma) + h(\pi, \bar{\gamma}) \text{ where } (\pi, \gamma) \text{ and } (\pi, \bar{\gamma}) \text{ are two saddle points of } f \text{ and } h \text{ respectively.}
\]

**Proof.** First, fix an integer \( n \in \mathbb{N} \) and set \( \sup_{y \in Y} h_k(x_n, y) - \inf_{x \in X} h_k(x, y_n) = \omega^n_k \). Then \( h_k(x_n, y) \leq \omega^n_k + h_k(x_n, y_n) \) for all \((x, y) \in X \times Y\) and \( h_k^1 \leq h_k^2 \leq h_k(x_n, y_n) + \omega^n_k \leq 2\omega^n_k + h_k^1 \); so by lemma 7.1, \( \lim_{k} h_k^1 = \lim_{k} h_k^2 = h(x_n, y_n) \) and \((x_n, y_n)\) is a saddle point of \( h \); consequently \( \lim_{k} F^n_k(x^n_k, y^n_k) = f_n(x_n, y_n) + h(x_n, y_n) \), again by this lemma \((x_n, y_n)_n\) has cluster points \((\pi, \gamma), (\pi, \bar{\gamma})\) which are saddle points of \( f \) and \( h \) respectively such that \( f_n(x_n, y_n) \to f(\pi, \gamma) \) and \( h(x_n, y_n) \to h(\pi, \bar{\gamma}) \) when \( n \to +\infty \). Diagonalization lemma [3] permits then to conclude. \( \square \)

**REMARK 7.4.** In (7.1) and theorem 7.3 we don’t need any information neither on the behavior of the sequence \((g_n)_n\) nor on its mode of convergence.

---
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