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Abstract

The Hardy-Hilbert integral inequality is a classic result in mathematics. It has been widely studied, leading
to important developments in functional analysis, including operator theory. In this article, we advance the
field by establishing new modifications of this inequality based on parametric power and power-logarithmic
functions. The constants in the factor are optimized while the inequality remains sufficiently tractable for
further mathematical manipulation. Several existing results are then extended with more versatile bounds.
The theoretical framework includes special functions, such as the gamma function, the Lerch transcendent
function, and the two-parameter Mittag-Lefller function. Some mixed approaches based on our key results
are also examined. The detailed proofs are given and special cases are emphasized. Overall, this article can
be summarized by its title: it provides a comprehensive collection of new and flexible modifications of the
Hardy-Hilbert integral inequality with potential applications in mathematical analysis and related areas.

Keywords: Integral inequalities; optimal constants; gamma function; Lerch transcendent function; two-
parameter Mittag-Lefller function.

1 Introduction

Some integral inequalities are considered classic results in mathematics because of their fundamental role in
analysis. One such inequality is the Hardy-Hilbert integral inequality, introduced by Hardy over a thousand
years ago in [15]. It gives an upper bound on the weighted double integral of the product of two non-negative
functions. The bound is given as the product of a certain constant, called the constant in the factor, and the
unweighted integral norms of the two main functions. The Hardy-Hilbert integral inequality is stated formally
below.

Hardy-Hilbert integral inequality. Letp > 1,q = p/(p—1) be the Holder conjugate of p, i.e., such that 1/p+1/q =
1,and f, g : [0, +o0) [0, +00) be two functions. Then the following inequality holds:

+00 +OOL . P +00 ) x]l/p[ +o0 , ]1/(1
/0 /0 x+yf( )8 (y)dady < nilp) [/0 ft(a)d /0 g ndy|

provided that the two integrals involved in the upper bound converge. These integrals are the main components
of the unweighted L, and L, norms of f and g, respectively. The constant in the factor, i.e., 7/sin(x/p), has
the property of being ratio-trigonometric in nature and dependent on p. Furthermore, it is optimal in the
following sense: if we consider a smaller constant, we can find functions f and g for which the inequality no
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longer holds. This optimality is a crucial property in the theory of integral inequalities. It is often established
using extremal functions or by analyzing cases where the inequality becomes an equality.

When p = 2, the Hardy-Hilbert integral inequality is reduced to the classical Hilbert integral inequality. It
thus has a simpler form, as expressed formally below.
Hilbert integral inequality. Let f, g : [0, +00) > [0, +0) be two functions. Then the following inequality holds:

/0+°°/0+°° x%ryf(x)g(y)dxdy < n\//omﬁ(x)dx\//om 22()dy,

provided that the two integrals involved in the upper bound converge. These integrals are thus the main

components of the unweighted integral Ly norms of f and g, respectively. The constant in the factor reduces
to &, preserving its optimality in this context. The Hilbert integral inequality is therefore more fundamental
than the Hardy-Hilbert integral inequality, but better suited to certain scenarios involving Lg norms. This
is especially relevant for error analysis with various Lg error benchmarks, approximation theory and related
applications.

These two classical integral inequalities have been studied extensively over time. Research efforts have
extended their applicability to various weighted, fractional and dynamic settings, explored different norm con-
ditions and developed multidimensional versions. The literature on this topic is very large. Notable "theory
oriented" contributions can be found in [1, 2, 4=11, 13, 16-34, 36, 37], with additional results and historical
perspectives provided in the book [35].

To highlight the significance of this article, we first introduce two key modifications of the Hardy-Hilbert
integral inequality established in [12]. They are expressed in turn below.

First key modification of the Hardy-Hilbert integral inequality in [12, Theorem 2.2]. Letp > 1,q=p/(p—1),a >0
and f, g : [0, +00) > [0, +00) be two functions. Then the following inequality holds:

+00 1/p +00 1/
/ / Moyt I f(x)g(y)dxdysl[ [ ro [ J g‘f(y)dy] B
@ 0 0

(x + y)a/+1
provided that the two integrals involved in the upper bound converge. The constant in the factor, i.e., 1/a, is

optimal.
Second key modification of the Hardy-Hilbert integral inequality in [12, Theorem 8.1]. Letp > 1,q = p/(p — 1),
a>0andf, g:[0,+) > [0, +0) be two functions. Then the following inequality holds:

L= pyle-1 L[ [ Ve a
/ / <Mty 0 L f(x)g(y)dzdy < - / f? (x)dx] [ / g"(y)dy] ;
0 0

(1 + y)a+l
provided that the two integrals involved in the upper bound converge. The constant in the factor, i.e., 1/a, is

optimal. This second modification can be seen as a product version of the first. We say "product” because the
sum or difference of the variables is transformed into the sum or difference of a constant and the product of
the variables, i.e., x — y becomes 1 —xy and x + y becomes 1 + xy.

Compared with the existing results, these modifications present three remarkable features. The first is the
originality of the integrand in the double integral term, which depends on an adjustable parameter @, with
the simple condition @ > 0. The second feature is the moderate complexity of this integrand. In particular,
focusing on the first main result, we can write

lx —ylo=t 1 lx —y\*
(x+y)el  (@+y)|r -y \ x+y

and the triangle inequality ensures that |z —y|/(x+y) € (0, 1) forx > O and y > 0. The power form combined
with this interval property makes the integrand suitable for use in power series expansions and various integral

transformations with respect to @. The final but important feature is the simplicity of the constant in the factor,
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i.e., 1/a, which can be manipulated using the same analytical tools. This flexibility is exploited in [12] through
various approaches, leading to other new modifications of the Hardy-Hilbert integral inequality. In addition,
numerous illustrative examples are given to support the theory.

In this article, we extend the main results in [12] by incorporating a one-parameter power-logarithmic
term in the integrands of the main double integral terms, thus increasing their flexibility and applicability.
More precisely, our first contributions are centered on bounding the following double integral term:

/’ /’ RV ki 1mﬁ*(iiljfmwg@mnw,
(x +y)a+! lz -yl

where B is a new parameter that governs the introduced power-logarithmic term. This leads to more general
constants in the factor defined by the gamma function. Their optimality is rigorously established. Inspired
by techniques of [12], we derive other new modifications of the Hardy-Hilbert integral inequality, which are
innovative by the functional originality of the integrands and also by the versatility of the associated constants
in the factor. In total, twenty eights theorems are formulated. Some of them involve the primitive of the main
functions, in accordance with the classical Hardy integral inequality (see [16]). The theoretical framework
integrates special functions, including the gamma function, the Lerch transcendent function (see [3]), some-
times reduced to the Riemann zeta function, and the two-parameter Mittag-Lefller function (see [14]). Several
examples illustrate the results, and all proofs are given in full detail. Overall, this article offers a collection
of new modifications of the Hardy-Hilbert integral inequality. It contributes to mathematical analysis and its
applications in related fields.

The rest of the article is organized as follows: Section 2 introduces the first modification of the Hardy-
Hilbert integral inequality, along with related results and examples. Section 3 examines natural product mod-
ifications of these inequalities. The detailed proofs are given in Section 4. Finally, Section 5 concludes the
article with remarks and future research directions.

2 First contributions

Our first contributions to the topic of the Hardy-Hilbert integral inequality are presented in this section.

2.1 Main theorem

The theorem below proposes a new modification of the Hardy-Hilbert integral inequality that has the origi-

nality of depending on two adjustable parameters and a power-logarithmic term.

Theorem 2.1 Letp > 1,g=p/(p—-1),a >0, 8 >0and f, g : [0, +0) > [0, +00) be two functions. Then
the following inequality holds:

xl/ry g le =y 1 ﬁ_l(x+y) L
-/U' _/()' (x+y)a/+l 08 | | f(x)gU) xay

1/p +00 1/q
s;gwﬂﬂ ﬂmM][A ym@],

where T is the gamma function defined by
+00
I'(e) = / et dx,
0

with a > 0, provided that the two integrals involved in the upper bound converge. Furthermore, the constant in the factor,
ie, T(B)/aPB, is optimal.

The proof, which is deferred in Section 4 (as are all the proofs), relies on a suitable decomposition of the
integrand, the Hélder integral inequality and an auxiliary proposition of a new integral result.
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If we set B8 = 1, then Theorem 2.1 gives

21y g le =" l[ I 1/p[ =y }1/{,
'A A (x+y)a+1f(9€)g(y)dxdy < - /(; St (x)dx 'A g (dy|

which corresponds to [12, Theorem 2.2]. Therefore, Theorem 2.1 can be seen as a power-logarithmic gener-

alization of this result. As far as we know, it is new in the literature. The constant in the factor is also remarkable,
since the gamma function plays a crucial role and does not depend on the parameter p.
Two other special cases of interest are presented below.

e If we set @ = 1, then we have

/ / al byt Jogh~ 1( )f(x)g(y)dxdy
(I+y)2 |x —
1/p 1/q
awﬂﬂ £ (@)da [A y@@].

The constant in the factor is thus reduced to I'(8), and it is optimal in this context.

o Ifweset § =m+1/2, wherem € N, thenT'(8) ='(m + 1/2) = [(2m)!/(m!4™)]+/x, and we have

/+°°/ 1/p /g — 1 |.I y| 1 gm 1/2(|x I)f(x)g(y)dxdy

(‘r +y)a/+1

! +00 1/p 1/q
(2m)! vﬂA ﬂmM][A ymw]. ()

= gt/ 2pqm

The constant in the factor is still optimal, and it is interesting to see how /7 naturally emerges in its
definition.

Another important aspect of Theorem 2.1 is its degree of applicability. This is due to the fact that the
parameters @ and 8 modulate different components of the integrand, while the constant in the factor has a
simple form. This makes the inequality a valuable intermediate result that can facilitate the derivation of new
modifications of the Hardy-Hilbert integral inequality. This idea is explored in the subsection below from
different theoretical perspectives.

As a more secondary remark on Theorem 2.1, using the decompositions 1 = (x +y)*~'/(x +y)*~! and
x? —y% = (x —y)(x +y) withz > 0 and y > 0, the main inequality can be written as follows:

+00 — a-1
/ / gyt =2 1 l® — 5" log?~ 1(|x |)f(x)g(y)dxdy

(x +y)%
1/p +00 1/q
< r@ | [T | [T e

The result below proposes an alternative formulation of Theorem 2.1, more related to the L, norm and

using only one function.

Theorem 2.2 Letp > 1, g =p/(p—1), @ >0, 8 > 0and f : [0, +00) — [0, +0) be a function. Then the
inequality in Theorem 2.1 is equivalent to

+00 T — x b e
/ [/ v R il 1 of~ 1( Ty )f(x)dx] dy < #F”(ﬁ)/o fP(2)dz,

(x +y)atl lz =y

where T is the gamma function, provided that the integral involved in the upper bound converges.

The proof uses a suitable decomposition of the integrand and the Hoélder integral inequality.
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2.2 Primitive versions

The theorem below can be seen as a primitive version of Theorem 2.1. We emphasize the use of the un-
weighted L, and L, norms of f and g, respectively, not their primitives.

Theorem 2.3 Let p > 1, ¢ = p/(p—1), @ > 0,8 > 0, f,g : [0,+00) +— [0, +o0) be two functions and
F,G : [0, 4+0) — [0, +00) be defined their respective primitives given by

z ¥
Fa) = /0 f(dr, G(y) = /0 e(r)dr,

provided that they exist. Then the following inequality holds:

+00
/ / RUSIeTS 1%1@*1 LY ) B ()G (y)dady
(x +y)e+! |x i

1/p +00 1/q
»*
< lrr| [ o] | [T eon]

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

The proof is based on Theorem 2.1, which serves as an intermediate result, and the Hardy integral inequality.
It is important to note that the two constants in the factor of these results are combined in order to have the
sharpest possible constant for the new inequality. The obtained upper bound still depends on the L, and L,
norms of f and g, and the constant in the factor now depends on p.

On the same mathematical basis, a primitive version of Theorem 2.2 is formulated below.

Theorem 2.4 Letp > 1,q=p/(p—1),a > 0,8 >0, f: [0, +00) > [0, +0) be a functionand F : [0, +o0)
[0, +00) be its primitive given by

F(x) = /0 Frdr,

provided that it exists. Then the following inequality holds:

o0 p
/+ [/+ 1p=1y1/q lx =y~ : ]Ogﬁ—l ( r+y )F(x)dx} dy
0 0 (x+y)e* lz =yl

1 p \
sm(ﬁ) r(8) A (@),

where I is the gamma function, provided that the integral involved in the upper bound converges.

The proof uses Theorem 2.2 and the Hardy integral inequality.

2.3 New modifications
In the result below, a sophisticated two-parameter modification of Theorem 2.1 is presented.

Theorem 2.5 Letp > 1, q=p/(p—1), 8> 1,6 > land f, g : [0, +o0) > [0, +o0) be two functions. Then
the following inequality holds:

+00 +0o0 1
1/p,1/q
/o /0 S Gy
+00 1/p +0o 1/q
1-8 » q
L. mm[/o f(x)dx] [/0 g(y)dy] ,

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

o-1
—('x_”) llog‘”(lx )f(x)g(y)dxdy

xr+y
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The proof is based on Theorem 2.1 and uses an integration method with respect to the parameter . Note that

lmﬁ—4lwﬁmm=m@,

which corresponds to the constant in the factor obtained in [12, Proposition 2.9].
As an example, if we set § = 2, noticing that x +y — [x — y| = 2min(x, v), then we have

/ / 2V eyl min(z, ﬁ) logﬁ_g( T )f(x)g(y)dxdy
(x+y) |z —

_ 1 g8 [ ~ P (x x]l/p[ ]
< sz -2re | [ o] | [T oo

As a secondary remark, note that the main inequality of the theorem can be written as follows:

/ / !yt 5 log#~ 2( )f(x)g(y)dxdy
) E
] ) s g
< sr-atoree) | [ | [T eo]

+00 +00 1 |x _y| -1 c
+/ / xl/”yl/q—Q ( ) log?~2 ( )f(x)g(y)dxdy
0 0 (x+y)* \ x+y e =yl

A three-parameter modification of Theorem 2.1 is described below. The constant in the factor has the

1/q

property of being dependent on a special function: the Lerch transcendent function.

Theorem 2.6 Letp > 1, q =p/(p—1), B >1,€ >0,y € (0,1] and f, g : [0, +0) > [0, +0) be two
Jfunctions. Then the following inequality holds:

/ / eyl 122917 @+ logﬁ‘l(“y)f(x)g(y)dxdy
[(x+y)¢ = yle - y]]? L]

1/q

1/p
—F(ﬁ)d>(7,,6’—1,1)[/0 f”(x)dx] [/0 g"(y)dy] ,

where I is the gamma function and ® is the Lerch transcendent function defined by

+00 i

a
(I)((l,b,()) = ZO m,

witha € (=1,1),b e Randc > 0, 0r|a| =1, b > 1 and ¢ > 0, provided that the two integrals involved in the upper
bound converge.

The proof uses Theorem 2.1 and power series expansion method. The flexibility in the choice of the parameter
a is exploited.
Note that

+00 ’yi
M%&¢D=§EHFT

This also corresponds to the polylogarithm function at y and 8 — 1 divided by y and, for y = 1, to the Riemann
zeta function at 8 — 1 (see [3]).

In particular, if we set ¥ = 1 and € = 1, then we have

J A S —— gﬁl(x+y)ﬂmg@mﬂw
m1n2 (z,y) lz =yl

1/p o0 1/q
sﬂwwmﬂAAﬂA W@M}[A ym@

Some special cases of this inequality are detailed below.
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e Ifweset B =8, thenT(B) =T(8)=2and ®(1, 8 - 1,1) =d(1,2, 1) = 72/6, and we have
+00 +00
/ / !yl 21 log® ( Ty )f(ﬂc)g(y)dxdy
0 0 min®(z, y) |z =yl

4 2 +00 1/p +00 1/q
S%UO fp(x)dx] [/0 g"(y)dy] :

o Ifweset 8 =5,thenT(B)=T(4)=6and ®(1, 8 - 1,1) =d(1,4, 1) = 2*/90, and we obtain
+00 +00
/ / 2V /eylla 21 log ( LTy )f(x)g(y)dxdy
0 0 min®(z, y) |z =y

4 +00 1/p +0o 1/q
1/ fP(x)dx] [ i g%y)dy] .
0 0

S JRE—
15
Another modification of Theorem 2.1 of the same kind but with three parameters is examined below. The

constant in the factor also depends on the Lerch transcendent function.

Theorem 2.7 Let p > 1, g =p/(p—1), 8 >0, x > 0,7 € (0, 1] and f, g : [0, +o0) + [0, +c0) be two
Junctions. Then the following inequality holds:

too +oo k=1

Up [ oo 1/g
[ A g“(y)dy] ,

where T is the gamma function and @ is the Lerch transcendent function, provided that the two integrals involved in the

<T(B)D(, B, ) [ A P (@)da

upper bound converge.

The proof is based on Theorem 2.1 and the power series expansion method, including a geometric series
expansion formula.
In particular, if we setn = 1, usingx +y — |x — y| = 2min(z, y), then we obtain

+oo +00 _ ylk-1
[ A R (ﬂ)m)gmdxdy
0 0 (z +y)* min(x, y) |z —

+00 1/p +00 1/q
P(2)dx 4(y)d
[ || [T o]

- 1
O(1, B,«) = _
;; (i+x)B

A two-parameter logarithmic modification of Theorem 2.1 is presented below.

< 20(B)2(1, B, «)

with

Theorem 2.8 Letp > 1,q=p/(p—1), 8 >0, 0> 0and f, g : [0, +0) > [0, +00) be two functions. Then
the following inequality holds:

+00 +00 1/P 1/ 1
x 1Py log
/0 /0 (x+y)le -yl

log# ! (;—J_r;)f(x)g(y)dxdy

(x+y)?
(x+y>p—|x—y|p}x

i +00 ) 1/P[ +00 ]l/q
< e g | [T el | [Teon]

where T is the gamma function and @ is the Lerch transcendent function, provided that the two integrals involved in the
upper bound converge.
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The proof is based on Theorem 2.1 and the power series expansion method, including the logarithmic series

expansion formula.

Note that
+00
1
O(1,8+1,1) = —_—
(1.5 ) ;(141)/3“

This corresponds to the Riemann zeta function at 8 + 1.
In particular, if we set p = 1, usingx +y — | — y| = 2min(x, v), then we have

+0o +00
[ og [ T+ ]bgﬁ-l (ﬂ)ﬂx)g(y)dxdy
0 @l =l % | ZTmine,) =]

+o00 1/p +00 1/q
/ ﬁmM] / ym@].
0 0

Some special cases of this inequality are detailed below.

<T(B)®(1,B+1,1)

e Ifweset $=1,thenT(B) =I'(1)=1land ®(1, 8+ 1,1) =®(1,2, 1) = 22/6, and we have
+00 1 ot .

m o [ ok B_l( y) )g(y)dad

/ / @+yle—yl 2| 2min(z,y | % \le-y [ (x)g(y)dxdy

. 1/p +00 1/q
e T Y T

e Ifweset B =8, thenT(B) =T'(8) =2and ®(1, B+ 1,1) = ®(1,4, 1) = 2*/90, and we obtain

+o0 RV 1 [ x+y ] -1
L L i s s | o () st

1/p +00 1/q
?(x)d 1(y)d .
/ fP(x)dx [/O g(y);v]

The modification of Theorem 2.1 below innovates by including the two-parameter Mittag-Leffler function

7T

_45

in its definition, and a relatively simple constant in the factor.

Theorem 2.9 Letp > 1, g=p/(p-1),a>1,0 >0, u>0,v e (0,a’) and f, g : [0, +0) > [0, +c0) be
two functions. Then the following inequality holds:

+00
/ / 2oyl e — I ]mp[ 10g9(“y),9,u]log”‘1 (ﬂ)f(:c)g(y)dxdy
(x +y)a |z -y |z =yl

1/p 1/g
] M gq(y)dy] ,

where T is the gamma function and ¥ is the two-parameter Mittag-Leffler function defined by

+00 i

a
‘P(d, b, 0) = ;} m,

witha € R, b > 0andc > 0, or|al < 1, b =0 and ¢ > 0, provided that the two integrals involved in the upper bound

converge.

The proof uses Theorem 2.1 and the power series expansion method.
Considering the standard expressions of the two-parameter Mittag-Leffler function, some special cases of

this theorem are presented below. More details about these expressions can be found in [14].
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e Ifwesetd =1and u =1, then ¥(z, 4, u) = ¥(x, 1, 1) = &%, and we have

/+°°/ UMY il i o=yl ogh" 1(| l)f(x)g(y)dxdy

(x +y)(1r v+1

1/p 1/q
] [/0 g"(y)dy] .

This corresponds to Theorem 2.1 with the parameters " = @ — v"and g = 1.

o Ifweset§ =2and u =1, then ¥(z, 8, u) = ¥(x, 2, 1) = cosh[y/x], and we obtain
/M/qupyl/q =yl ( +y )W+ (|yc—y|)W
o Jo (x+y)e+t |\ |z -y x+y

f(x)g()dxdy
9% +00 ) 1/l>[ +00 ]1/(1
d 9 (y)d . 2
A fP(x)dx A gl (y)dy 2)

T at-vy
o Ifweset§ =2and u =2, then ¥(x, 8, u) = ¥(x, 2, 2) = sinh[vr]/Vz, and we have
/+m/+ocx1/Pyl/q |x_y|a/—l (x_'_y )‘/;_(|x_y|)\/‘7
o Jo (x+y)e+t [\ |z =yl T+y

[ (x)g(y)dzxdy
1/p +00 1/q
] [ /0 gw)dy] . 3)

If we sum the inequalities in Equations (2) and (3), we get

" LVl o — yleVr-1
A / (x+y)o- e vt @gW)dady

s [T rww] [T eos]

This corresponds to Theorem 2.1 with the parameters "a = @ —/v" and g = 1.

X

X

Thanks to the versatility of the two-parameter Mittag-Leffler function, many other special cases of Theorem
2.9 can be determined in a similar way.

2.4 Functional extensions

This subsection is devoted to functional extensions of the main theorem, using two adaptable functions denoted
h and k. An advantage of such extensions is that the inequalities are established for possibly different supports,
beyond the strict [0, +00)2.

The result below is a functional extension of Theorem 2.1. Note the presence of weighted L, and L, norms
of / and g, respectively. The weights in question depend on the derivatives of & and k.

Theorem 2.10 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c€ERU{-0}, deRU{+o0} withd > ¢, [ : [a,b] — [0, +o0) and g : [c, d] — [0, +c0) be two functions, and h :
[a, b] — [0, +00) and k : [c, d] > [0, +00) be two differentiable non-decreasing functions such that lim,_,, h(t) = 0,
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lim;_,, h(£) = +oo, lim;—,. k() = 0 and lim,_,4 k(t) = +oo. Then the following inequality holds:

d 1
et H@) ~ kI [ h@) +EG)
//h RO G ko o — ko)
1/q

1/p
1 : ‘
Saﬂr(ﬂ){/ e d} {/ q(y)[k()]qldy} |

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

] f(@)g(y)dady

The proof is based on Theorem 2.1 and well-configured changes of variables.
Some special cases of this theorem are developed below.

e Ifweseta=0,"b =+00", ¢ =0,"d = +00", h : [0, +00) > [0, +o0) defined by 2(x) = x* with ¢ > 0 and
k: [0, +o0) > [0, +00) defined by k(y) = y¥ with v > 0, then we have

+00 _ -1 L
/ / iy o () g )dady
x‘+;v Jor |zt = Y|

1 1 1/p +00 1 1/q
P q
/0 F'@ e d‘”] [/0 &' 0) G dy} '

< aﬁLl—l/pUI—l/z]F(ﬁ)
e Ifweseta = 1,"0 = 40", ¢ = 1, "d = +00", h : [1,400) > [0, +o0) defined by i(x) = log(x) and
k:[1, +00) > [0, +o0) defined by k(y) = log(y), then we have

e log!? () log"/* (y |log(x /y)l”l B-1
/ / o8 (2 log () B o

1/p
ZT(B) [ /1 fP(x)xf’-ldx] [ /1 ¢ dy

log(xy)

[log(x/y)|
1/q

] f(x)g(y)dxdy

IA

o If we set "a = —00", "b = +00", "¢ = —00","d = +00", b : R — [0, +00) defined by A(x) = e¢* and
k:[1, +o0) — R defined by k(y) = ¢”, then we have

+o0 _ yja-1 X
/ / ) i M ghf! ( e )f(x)g(y)dxdy

(ex + ey)a/+1 |e1, _ y|

1/p -
< —F(,B) [/ ft(x)e” (- l)ldx] [‘/_ q(y)e—(q—l)ydy]

1/q

Thus, different domains of integration can be considered, as well as different weighted L, and L, norms of f
and g, respectively.

In the same spirit, the theorem below is a functional extension of Theorem 2.2.

Theorem 2.11 Letp > 1, g = p/(p—1), @ > 0, 8 > 0, a € RU {-0}, b € RU {+c0} with b > aq,
c € RU{-c0},d € RU {+o0} withd > ¢, [ : [a,b] > [0, +0) be a function, and h : [a, b] + [0, +o0) and
k: [c,d] — [0, +00) be two differentiable non-decreasing functions such that lim,—, h(¢) = 0, lim,_; h(t) = +oo,
lim;_,. k() = 0 and lim,_,4 k(¢) = +oo. Then the following inequality holds:

d b a-1 ’
oyt B kG h<x>+k<y>} R
/{/h O Gy vk 8 |ih) =kl |/ D4 FO®

» ? dr
F(,3) f()[h()] )

where I is the gamma function, provided that the integral involved in the upper bound converges.

10
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The proof is based on Theorem 2.1 and suitable changes of variables.

Some special cases of this theorem are developed below.

e Ifweseta=0,"s =+00", ¢ =0,"d = +00", 1 : [0, +00) > [0, +o0) defined by A(x) = x* with ¢ > 0 and
k: [0, 400) > [0, +o0) defined by k(y) = yY with v > 0, then we have

400 +0o L via—-1
— +
R A e R P
0 0 [xz+yu]a+l |IL_ u|

1 +00 1
I 4 4 -
< UCKBPLP_IF (ﬂ)'/0 f (x)x(t_l)(P_l)dx.

e Ifweseta =1,"0b = +00", ¢ = 1, "d = +00", b : [1,+00) > [0, +o0) defined by i(x) = log(x) and
k:[1, +00) i [0, +o0) defined by k(y) = log(y), then we have

+00 +00 a— 4
loe /() Tog V7 () | 1O/ 110 s-1| log(xy) ] . dx} 1,
/1 {/1 B og ) e %8 Togtamn | ) 3P

1 +00
T E) [ @

e If we set "a = —o0", "b = +00", "¢ = —0","d = +0", B : R + [0, +00) defined by A(x) = ¢ and
k:[1,+400) — R defined by k(y) = ¢”, then we have

400 400 T a—-1 T p
. le® —e”| 1 e+
/ { / /Pl Ry logh ™! o f(x)dx} &dy

) [ et

A functional extension of Theorem 2.3 is formulated below.

Theorem 2.12 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c € RU{-0},d € RU{+oo} withd > ¢, [ : [a,b] — [0,+) and g : [c,d] — [0, +c0) be two functions,
F:la,b] — [0, +00) and G : [c, d] > [0, +00) be their respective primitives given by

F(a) = / e, G = / " e(rdr,

provided that they exist, and h : [a, b] +— [0, 4+0) and k : [¢,d] + [0, +o0) be two differentiable non-decreasing
Junctions such that lim,_,, h(t) = 0, lim,_; h(z) = +oo, lim,_,. k(t) = 0 and lim,_,4 k(t) = +co. Then the following
inequality holds:

a—1
RUP1 ()1 /a1 |h(x) = k()] logB~1 h(x) +k(y)
/ / A T ET Rl (e o]

I/p 1/q
PQ
o (ﬂ){/ 1) T } {[g(y)[w)]ql } .

where T is the gamma function, provided that the two integrals involved in the upper bound converge.

F(2)G (y)h' (2)k’ (y)dxdy

Some special cases of this theorem are developed below.

11
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e Ifweseta=0,"s =+0", ¢ =0,"d = +0", h : [0, +00) > [0, +c0) defined by A(x) = x* with ¢ > 0 and
k: [0, +o0) > [0, +00) defined by k(y) = y¥ with v > 0, then we have

1
/ / gty QD el i logP~ 1(Il+yy )F(x)G(y)x“ly“‘ldxdy

[xt +yv]a+1 |x‘—y"|
1/p

7 X

1
4 -
= aﬂLQ—l/PUQ—l/fI(p—l)r(ﬁ) M @) e e

+00 1 1/q
q e —
[A & (y)ywl)(ql)dy] '

e Ifweseta =1,"0 = 400", ¢ = 1,"d = +o0", b : [1,+0) > [0, +00) defined by i(x) = log(x) and
k:[1,+400) > [0, +o0) defined by k(v) = log(y), then we have

+00 +00 a-1
/ / logl/p—l (x) logl/q—l () |log(z/y)] logﬁ’l

o) ()G ) - dady

[log(ay)]o+! | Tog(x/y)]
p I/P +00 1/{1
< F-T P / fr(@)at™ ldx] / gq(y)y”‘ldy] :
al(p- 1
o If we set "a = —o0", "b = +00", "¢ = —00","d = +00", b : R + [0, +00) defined by A(x) = e* and

k:R > [0, +o0) defined by k(y) = ¢”, then we have

a-1 X
/ / o (1/p=Day(1/g- 1>u10gﬁ—1(%)F@)G@)emdmy

(ejr + e})a+1

1/p 1/q
»* —-(p-Da
2P (p— Fwﬂ/ ﬂwk@“a][/ g@wqmw].

We conclude this section with a functional extension of Theorem 2.4, followed by some special cases of
interest.

Theorem 2.13 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c€ERU{-0},deRU{+o0} withd > ¢, [ : [a,b] — [0, +0), F : [a, b] — [0, +00) be its primitive given by

mm=/3mm,

provided that it exists, and h : [a,b] +— [0, +c0) and k : [c,d] +— [0, +o0) be two differentiable non-decreasing
Junctions such that lim,_,, h(t) = 0, lim;_;, A(t) = +o0, lim;_,. k(t) = 0 and lim;_,4 k(1) = +oo. Then the following
inequality holds:

d b a-1
Up=1 (e |h(z) — k()] ogf]
[{Lh A T T

L[
SFAF_)”M/ ﬂ”m<mld

where T is the gamma function, provided that the integral involved in the upper bound converges.

h(x) +k(y)
h(x) = k(y)]

4
F(x)h’(x)dx} k' (y)dy

Some special cases of this theorem are developed below.

e Ifweseta=0,"b = +00", ¢ =0,"d = +00", b : [0, +00) > [0, +00) defined by A(x) = x* with ¢ > 0 and
k: [0, 400) > [0, +o0) defined by k(y) =y with v > 0, then we have

+00 +00 _avja—1 L v P
/ {/ it WY [Eah F(x)xt-ldx} Wy
0 0 [I‘+y”]“+ |zt =y
1 r \' ) 1
= vaBr 2r-1 (p— 1) r ('8)‘/0 / (x)x(t—l)(z'—l)dx'

12
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e Ifweseta =1,"0 = +c0", ¢ = 1, "d = +o0", b : [1,+c0) > [0, +o0) defined by i(x) = log(x) and
k:[1, +00) > [0, +00) defined by k(y) = log(y), then we have

+00 +00 3 a-1 r
107D () log /4 |log(x/y)| logh ! log(xy) ]F ld } ld
[ {[ o8 @ s O e 8 | Tlogla/mn | 2 5P

ﬂw% )/ /(@) da.

non non

o If we set "a = —o0", "b = +00", "¢ = —00", "d = +o0", b : R + [0, +00) defined by A(x) = ¢* and
k:[1,+0) —> R deﬁned by k(y) = ¢”, then we have

+00 +00 & a-1 T 4 o ’
/ {/ o1/ 1)+y/q%10gﬁ—1 (|e£ eyl)F(x)eIdx} & dy
oo oo er + e er — e

P
< ﬁ(p%l) Ff’(ﬁ)[w 12 (@)e Dy,

To the best of our knowledge, the Hardy-Hilbert-type integral inequalities presented in this section are new.
They extend the theoretical framework of a classical topic. In the rest of the article, we complement these
contributions with further modifications of the Hardy-Hilbert integral inequality of potential interest.

3 Second contributions

This section presents our second set of contributions to the subject. They are mainly product modifications of
the inequalities presented in the previous section. We say "product” because, in the main integrands, the sum
or difference of the variables is transformed into the sum or difference of a constant and the product of the
variables, i.e., x —y becomes 1 — xy and « +y becomes 1 + xy. The theory needs to be adjusted accordingly.

3.1 Main result

The result below proposes a new modification of the Hardy-Hilbert integral inequality, which can be described
as a product version of Theorem 2.1.

Theorem 8.1 Letp > 1,q=p/(p—1),a >0, 8 >0and f, g : [0, +0) > [0, +00) be two functions. Then
the following inequality holds:

+00 a-1
21y g1 —ay|*™ logh~1 1+ay i
/ / (1 +xy)‘“’1 g (|1 — 2y f(x)g(y)dzxdy

1/p o0 /g
<re | [T | [T e

where T is the gamma function, provided that the two integrals involved in the upper bound converge. Furthermore, the
constant in the factor, i.e., T(B)/a®, is optimal.

The proof uses the main lines of Theorem 2.1, with a notable change of variables. This change takes into
account the product nature of the variables. If we set 8 = 1, then Theorem 3.1 gives

+00 |oz 1 1 +00 1/p +00 1/q
/ / Vg LV ) dady < - / /! (2)dx [ / gq(y)dy] :
0 a 0 0

(1 n y)a+1
The constant in the factor is thus reduced to 1/a, which remains optimal. This modification of the Hardy-

Hilbert integral inequality corresponds to [12, Theorem 8.1]. Therefore, Theorem 3.1 can be seen as a power-
logarithmic generalization of this result. As for Theorem 2.1, the constant in the factor is also characterized by
the gamma function. In addition, there is no dependence with the parameter p.

Two other special cases of interest are described below.

13
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e If we set @ = 1, then we have

too oo 1 l1+a
1/p.,1/ p£-1 y

/0 /0 x Py (’—(ny)glog (Il )f(x)g(y)dxdy
+00 1/p +00 1/(1

<1 (p) [ [ @i [ / ngy] .

The constant in the factor is thus reduced to I'(8), and it is optimal in this context.

o Ifweset § =1/2,thenI'(8) =I'(1/2) = v/xr, and we have

eyt L= ay|*”! 1 dad
/ / (1 +zy)att \/log[(1+xy)/|l—xy|]f(x)g(y)xy
oo Up [ ptoo 1/q
sﬁfo J?(2)dx [ /0 )y

Similarly to Equation (1), we can generalize this inequality easily by considering 8 = m+1/2 withm € N.
In each case, we emphasize the simplicity of the constant in the factor, which is clearly an advantage for further
mathematical manipulations. This will be supported later via integral and power series manipulations with
respect to the parameters @ or 3.

The theorem below proposes an alternative formulation of Theorem 3.1. It is also a product version of
Theorem 2.2.

Theorem 8.2 Letp > 1, g =p/(p—1), @« >0, B > 0and f : [0, +0) > [0, +0) be a function. Then the

inequality in Theorem 8.1 is equivalent to
+00 +00 1 _ a—1 1
/ [/ upyl/q%log ( Ty )f(x)dx} dy < —rf’(ﬁ)/ fP(2)dx,
0 0 (I +zy) 11—yl
where I is the gamma function, provided that the integral involved in the upper bound converges.

The proof adapts that of Theorem 2.2.
As an example, if we set p = 2and g = 1/2, then I'(8) =I'(1/2) = v/rr, and we have

2
+00 |1_1y|a 1 1 pu +00 )
Iy de| dy < — dz.
/o [ 0 T+ ay)e \/10g[(1+xy)/|l—xy|]f(x) xl = a/o ()

Such a result could be useful in operator theory. The subsection below deals with primitive versions of Theo-
rems 3.1 and 3.2.

3.2 Primitive versions

A product version of Theorem 2.3, as well as a primitive version of Theorem 3.1, is given below.

Theorem 8.3 Let p > 1, ¢ = p/(p—1), @ > 0,8 > 0, f,g : [0,+00) > [0, +o0) be two functions and
F,G : [0, 4+0) > [0, +00) be defined their respective primitives given by

F(a) = /0 f(dr, GG = /0 " e(rdr,

provided that they exist. Then the following inequality holds:

+00 a-1
2V =1y V- 11—yl logh~1 1 +xy F ()G (vdxd
[ [ s o™ [ | PG oy

I/p 400 1/q
P
< =D rg) [/ ff’(x)dx] [/0 gq(y)dy] ,

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

14
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The proof is based on Theorem 3.1 and the Hardy integral inequality for the treatment of integrals of power-
weighted primitives. It is not claimed that the obtained constant in the factor is optimal, but since it is based
on two optimal constants in two different contexts, it can be considered as sharp. The obtained upper bound
still depends on the L, and L, norms of f and g, and the constant in the factor now depends on p.

On the same mathematical basis, a product version of Theorem 2.4, as well as a primitive modification of
Theorem 3.2, is formulated in the statement below.

Theorem 8.4 Letp > 1,q=p/(p—1),a >0, >0, f: [0, +0) > [0, +00) be a functionand F : [0, +o0)
[0, +00) be its primitive given by

F(a) = /0 " f

provided that it exists. Then the following inequality holds:

i MUY 11— xyle! —1( 1+13’)
/ [/ P e o™ |y | P
1 p
< T (PTI) Fp(ﬁ)/; fP(x)dz,

where I is the gamma function, provided that the integral involved in the upper bound converges.

P
dy

New modifications of Theorem 3.1 are examined in the subsection below.

3.3 New modifications

New modifications of Theorem 3.1 are developed in this section, starting with the result below. It can be seen
as a product version of Theorem 2.5.

Theorem 8.5 Letp > 1, q=p/(p—1), 8> 1,6 > land f, g : [0, +o0) > [0, +c0) be two functions. Then
the following inequality holds:

+00 +00 1
VIRV
/0 /o Y T2
+o0 1/p +o00 1/q
1-p ?(x)dx 4 d] ,
5 )rw)[/o f()] [/0 ¢/ (3)dy

where T is the gamma function, provided that the two integrals involved in the upper bound converge.

_x 6-1 . z
-(52) llogﬁ-z (i) r@seds

The proof is based on Theorem 3.1 and uses an integration method with respect to the parameter a. Applying
B — 1, this result reduces to [12, Proposition 3.8].
As a special case, if we set 6 = 2, noticing that 1 +xy — |1 —xy| = 2min(1, xy), then we have

- Lpy17gmindd, 29) ﬁ_g( 1 +ay )
-/ / P T (1+xy)3 log 11— x| S (x)g(y)dxdy

1 _9l-pB [ " P (r x]l/p[ " ]
< s -2 | [ | [T oo

A three-parameter modification of Theorem 3.1 is described below. It can also be seen as a product version
of Theorem 2.6.

1/q
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Theorem 8.6 Let p > 1, g =p/(p—1), 8 > 1, € >0,y € (0,1] and f, g : [0, +0) +— [0, +c0) be two
Junctions. Then the following inequality holds:

2Vry l/q ch|5_1(l+acy)5_1 1 ( 1+ay ) ded

1/q

1/p +00
—nmm%ﬁ4ﬁﬂﬁ ﬂma][j ym@],

where T is the gamma function and @ is the Lerch transcendent function, provided that the two integrals involved in the
upper bound converge.

The proof uses Theorem 3.1 and the power series expansion method.
In particular, if we set y = 1 and € = 1, noticing that 1 + zy — |1 — xy| = 2min(1, xy), then we have

R RV VS S ﬁ—l( 1+ay )
/0 /0 x Py "ming 1o log Tl J(x)g(y)dxdy
4T D(1 1,1 ~ ?(x)d v T(y)d .
< - .
<4T(B)®(1, B ,ﬂl f@x][ﬁ g@ﬂ

Some special cases of this inequality are detailed below, inspired by those of Theorem 2.6.

o Ifweset $ =8, thenT'(B) =T'(8) =2and ®(y, B -1, 1) = (1,2, 1) = 7%/6, and we have

+00 +00 1
1/p\1/q log? dxd
/0 /U x Py 2 (1. 2) og (Il |)f(x)g(y) xdy
472

+00 1/p +00 1/q
— ?(x)dx 4 (y)d .
A /() ][A gm4

<
3

e Ifweset 8 =5,thenT(B) =T'(4) =6 and ®(y, B — 1, 1) = ®(1, 4, 1) = 7*/90, and we obtain

+oo +00 1 14+
allrylle - lo 4( ) x dxd
./()‘ ,/(]' Y minz(l,xy) 3] 1 - xy| f( )g () y

4 +00 1/p +00 1/q
=l ﬂwM][/ ym@]-
0 0

S —_—
15
Another modification of Theorem 3.1 with three parameters and a power-log transformation is examined

below. It is also a product version of Theorem 2.7. The constant in the factor is defined as the product of the

Lerch transcendent function and the gamma function, which remains quite original for the topic.

Theorem 8.7 Let p > 1, g =p/(p—-1), 8 >0,k > 0,7 € (0,1] and f, g : [0, +o0) + [0, +c0) be two
Junctions. Then the following inequality holds:

R 1 —ay*! 1 +ay
!ty | J log B- ( ) x dxd
</0 </0 Y (I +xy)“(1 +axy —n|l —xyl|) 1 - f( g () y

+00 1/q
A g’ (y)dy] ,

where T is the gamma function and @ is the Lerch transcendent function, provided that the two integrals involved in the

+00 1/p
srwmmﬁmﬂﬁ ﬂww]

upper bound converge.

The proof follows the main lines than that of Theorem 2.7. More precisely, it relies on Theorem 2.1 and the
power series expansion method.

Two special cases are detailed below, inspired by those of Theorem 2.7.
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e Ifwesetn =1, using 1 +xy — |1 —xy| = 2min(1, xy), then we have

too +oo k—1
1/p,1/q 11—y 1 ( 1 +xy ) dod
x - o x "
.A A Y (1 +zy)*min(1, xy) g 11—z [ (2)g(y)dady

Up [ oo 1/g
[ /0 gq(y)dy] ,

- 1
q)(l,ﬂ,K):;m.

< Ar(B)®(1, B, k) [‘/0. f?(x)dx

with

o If we set p = 1/2, using the same arguments, then we obtain

400 poo k=1
1/p.1/q |1 -yl -1 L+axy
A A Y T o) (L v ay + amin(L, 23) 8 (|1—xy| S (@)g)dedy
1 1 400 l/P +00 1/11
<lrpo(i, / P (@)de / Sy
9 92 0 0

with
1 R 1
®|= S N —
(Q’B’K) ;21(i+/<)ﬁ

A two-parameter modification of Theorem 3.1, as well as a product version of Theorem 2.8, is presented
below.

Theorem 8.8 Letp > 1,q=p/(p—1), 8 >0, p>0and f, g : [0, +0) > [0, +00) be two functions. Then
the following inequality holds:

+00 +00 1/7; 1/ 1
x 1Pyl lo
ﬁ ﬁ (I+ay)|1 -yl

oy () £ ey

(1+ay)”
Sl T+ — 1oyl

L , 1/P[ +00 . ]l/q
<o g | [ el | [Teon]

where T is the gamma function and ® is the Lerch transcendent function, provided that the two integrals involved in the
upper bound converge.

The proof uses Theorem 3.1 and the logarithmic series expansion.

In particular, if we set p = 1, using 1 +xy — |1 — xy| = 2min(1, xy), then we obtain

oo oo 1 1l+x 1+x
Pyl lo [ - Y ]10 -1 (—y) T dxd
/o /0 Y v =] % | Zmin(L, oy | 8 \[T=ay)/ (D80)dady

+o0 1/p +00 1/q
?(x)dx 9 (y)d
/ f()] [/O g@)y] ,

+00
1
Q(l,ﬁ+l,1)220m

On this basis, some special cases are detailed below, inspired by those of Theorem 2.8.

<T(B)D(1, B+1,1)

with
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e Ifweset B =1,thenT(B) =T (1)=1land ®(1, B +1,1) =®(1,2, 1) = 72/6, and we have
+00 +00 1 1+xy _
1/p,1/q B-1
I (T+a) 1 -] 1°g[2min<1,xy>}1°g (|1 )f(x)g@)dxdy

22 +oo 1/p +o00 1/q
< T [‘A f”(x)dx} [A g{’(y)dy] .

o If we setﬁ = 3, then F(ﬁ) = F(3) =9 and (‘I)(l’ ﬂ + 1’ 1) — q)(l, 4, 1) — 7T4/90, and we obtain
+00 +00 1 1+x 1+
1/p,,1/q 1 [ y :|1 ﬂ—l( ) ded
x Y . (0] —_ x T
./()‘ A J (I+ay)|1 -y & 2min(1, xy) g |1 —xy] [(@)g(y)dady

7.[4 +00 1/p +00 1/q
< [T | [T eow)|

The modification of Theorem 3.1 below has the originality of using the two-parameter Mittag-Lefller func-

tion in the integrand. It is also a product version of Theorem 2.9.

Theorem 8.9 Letp > 1, q=p/(p-1),a>1,0>0, u>0,v e (0, and f, g : [0, +0) = [0, +c0) be
two functions. Then the following inequality holds:

+00 a—1
l/p l/q xy| R8T w1008 1 +xy 9
/ / (1+xy)a+1 [V 8 (Il—xyl O
afH I/p +00 1/q
< S\ [Tra||[T o]
a’ —v 0 0

where T is the gamma function and ¥ is the two-parameter Mittag-Leffler function, provided that the two integrals

1
log! () f@rendads

involved in the upper bound converge.

The proof uses Theorem 3.1 and power series expansions, including a geometric series formula.

Some special cases of this theorem are presented below.

e Ifweset§ =1and u =1, then ¥(x, 0, u) = ¥(x, 1, 1) = ¢*, and we have

+00 a-v-1
ry 078 Ll L+ay dad
/ / Tt ay)e ogh” Tl [ (x)g(y)dady

1/p 1/q
<\ [T e | [0 g‘/(y)dy] .

This corresponds to Theorem 3.1 with " = a — v"and 8 = 1.

o Ifweset  =2and u =1, then ¥(x, 0, u) = ¥(x, 2, 1) = cosh[yx], and we obtain

/*""/*“Iupyl/qu—xyw-l Lay \VW (1=l
o Jo (1 +xy)ert [\[1 -y L+axy
[ (x)g(y)dxdy

99 +00 1/p +00 1/q
Soﬂ—V[/o ff’(x)dx] [/0 g"@)dy] : )

o Ifwesetd =2and u =2, then ¥(x, 8, u) = ¥(x, 2, 2) = sinh[vx]/Vx, and we have

/*“/*“xwyl,(,|1—xy|“-l (1+xy )W_(|1—xy|)*” y
0 0 (1 +xy)e+t [\|1 -y 1+xy
f(x)g(y)dxdy
9 +00 1/p +00 1/q
< 20 [ J ff’(x)dx] [ J g‘f(y)dy] . (5)
a“ —v 0 0
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If we sum the inequalities in Equations (4) and (5), we get
I1 xyl" V-l
[ / Py @)y

1/p +00 1/q
f”(x)dx] [ / gqmdy] .
0 0

This corresponds to Theorem 3.1 with "o = @ —yv" and g8 = 1.

These are examples among many that can be derived from the versatile expressions of the two-parameter
Mittag-Leffler function, demonstrating the flexibility of the theorem.

The rest of the section is devoted to various functional extensions of some of the above results, as well
mixed approaches.

3.4 Functional extensions

The theorem below is a functional extension of Theorem 8.1, using two intermediate functions, & and k. It can
be seen as a product version of Theorem 2.10. We emphasize the presence of weighted L, and L, norms of f
and g, respectively. The weights in question depend on the derivatives of 2 and k.

Theorem 3.10 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c€RU{-0}, d e RU{+o0} withd > ¢, [ :[a,b] — [0, +o0) and g : [c, d] — [0, +c0) be two functions, and h :
[a,b] — [0, +00) and k : [c, d] +> [0, +00) be two differentiable non-decreasing functions such that lim,_,, h(t) = 0,
lim,_; h(£) = +o0, lim,_,. k(¢) = 0 and lim,_,; k(t) = +oco. Then the following inequality holds:

d b a1
WU (gl oy L= A@RWIT gy [ 1 +A@)kQ)

/ / ) (y)[l+h(x)k(y)]‘”1 11T = h(x)k(y)|
1/q

1/p
1 d
Sa_ﬁr(ﬁ){./ e } {/g@)[m)w } |

where T is the gamma function, provided that the two integrals involved in the upper bound converge.

] f(x)g(y)dxdy

The proof is based on Theorem 3.1 and well-configured changes of variables.

Some special cases of this theorem are developed below, inspired by those of Theorem 2.10.

e Ifweseta=0,"b =+0", ¢ =0,"d = +00", 1 : [0, +00) > [0, +o0) defined by A(x) = x* with ¢ > 0 and
k: [0, 40) — [0, +o0) defined by k(y) = yY with v > 0, then we have

+oo _ a-1
/ / L/P vigl” 2 1 |1 i logﬁ ! (1+—xLyU|)f(x)g(y)dxdy

[1+atyv]a+l
1 1 1/p +00 1 1/q

- - @ 4 - q - -
< Gt B [/0 / (‘”)xu—l)(p—l)dx] [/0 & @)yw—l)(q—l)dy} '

e Ifweseta =1,"0 = +c0", ¢ = 1, "d = +o0", b : [1,+c0) > [0, +o0) defined by i(x) = log(x) and
k:[1,+400) > [0, +00) defined by k(yv) = log(y), then we have

B A 1q, 11 =log(x)log(y)|*™' . 5
/1 /1 log (@) log ™ ) T og ) Tog ) 1771

1 +00 1/p +00 1/q
Sa—ﬁl“(ﬁ)[/l fp(x)xp‘ldx] [/1 g"@)y"‘ldy] -
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e If we set "a = —o0", "b = +00", "¢ = —x0","d = +0", b : R + [0, +o0) defined by A(x) = ¢ and
k: R [0, +o0) defined by k(y) = ¢”, then we have

+00 1 — ptty|a—1 B 1+t
/ / E ) Ll W (_—eﬁy')f (2)g (v)dady

(1 +ez+y)a+l |1

1/p +00 1/
_I_‘(IB) [[ fP(x)e—(p—l)xdx] [‘/_ gq(y)e_(q_l)ydy] q

A complementary result to Theorem 3.10 is proposed below. It is also a product version of Theorem 3.2.

Theorem 3.11 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} withb > a,
c € RU{-o0},d € RU {+o0} withd > ¢, [ : [a,b] + [0, +00) be a function, and h : [a, b] — [0, +o0) and

: [e,d] — [0, +00) be two differentiable non-decreasing functions such that lim,_, h(t) = 0, lim,_; h(t) = +oo,
limt_w k(t) = 0 and lim;_,4 k(t) = +oo. Then the following inequality holds:

d b a-1
Up (el |1 —h(x)k(y)] e
/ {/ ok q‘”[nh(:c)k(y)]a“lg

) / )

1+ h(2)k(y)
|1 = h(x)k(y)l

P
]f(x)dx} ¥ (y)dy

[2' (x )]P !
where I is the gamma function, provided that the integral involved in the upper bound converges.

Some special cases of this theorem are developed below, inspired by those of Theorem 2.11.

e Ifweseta=0,"b = +00", ¢ =0,"d = +00", 1 : [0, +00) > [0, +o0) defined by A(x) = x* with ¢ > 0 and
k: [0, 400) — [0, +o0) defined by k(y) = yV with v > 0, then we have

+00 +00 v a—1 LU P
p U/qll—xy | ] ﬁ—l( 1+.ry ) u—1
xt Pyl ——~ — Jog | f(x)dx; y""dy
L {A [1+atyv]a+! [1 -ty
< 1 184 . p ! d
< vaprg 1t B Jo SO T

e Ifweseta =1,"0 = +c0", ¢ = 1, "d = +00", b : [1,+00) > [0, +o0) defined by i(x) = log(x) and
k:[1, +00) i [0, +o0) defined by k(y) = log(y), then we have

R, Vg 11 =log(@) log)[*~! 5 1+log<x>log@)] }P 1
AL o ronoet o e o [ o] ¥ 3

@) [ e,

o If we set "a = —00", "b = 400", "¢ = —00", "d = +0", b : R + [0, +00) defined by i(x) = ¢ and
k: R > [0, +00) defined by k(y) = ¢”, then we have

+00 +o0 _ yatyja—1 p
z/ i |1 e | B- 1 + €
,/_oo {,/_oo ettt (1 + ex+y)oz+1 log (|1 f+y| f('r)d'r eydy

1 oo ,
— () / [P (@)e PV
A product version of Theorem 3.3 is given below, still using the primitives of the main functions.
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Theorem 3.12 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c € RU{-0},d € RU{+oo} withd > ¢, [ : [a,b] — [0,+) and g : [c,d] — [0, +o0) be two funciions,
F:la,b] — [0,+0) and G : [c,d] > [0, +00) be their respective primitives given by

F(a) = / e, Gl = / " ey,

provided that they exist, and h : [a, b] — [0, +o0) and k : [c,d] — [0, +o0) be two differentiable non-decreasing
Junctions such that lim,_,, h(t) = 0, lim;_;, A(t) = +o0, lim;_,. k(t) = 0 and lim;_,4 k(t) = +oo. Then the following
inequality holds:

d b -1
Up=17 ap1/a-1 0oy 11— Rk ()] g1 | 1+h(@k(y)
[ / ) T ek 8 [T h@ko)]
1/q

1/p
PQ d
<k (ﬁ’){/ 110 T } {/ q<y>[k()]q1dy} ,

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

} F@)G 6 @k ()dady

Some special cases of this theorem are developed below, inspired by those of Theorem 2.12.

e Ifweseta=0,"b =+00", ¢ =0,"d =+00", h : [0, +00) > [0, +o0) defined by i(x) = x* with ¢ > 0 and
k: [0, +o0) > [0, +00) defined by k(y) = y¥ with v > 0, then we have

1-x a-1 1+ xty? _ -
/ / 2D o1/ 1)W1og l(ll——xi”l)F(x)G(y)xt Ly =Vdxdy

1
4 [
A /@) e 4

1/p

P X

S i -1 P

+00 1 1/q
q e —
[/0 & (y)yw—l)(q—l)dy] '

e Ifweseta =1,"0 = +00", ¢ = 1,"d = +00", b : [1,+00) > [0, +00) defined by i(x) = log(x) and
k:[1,+400) > [0, +o0) defined by k(y) = log(y), then we have

+o0 +00 _ B 1-lo (I) 10g(9’)|a_1 -
g7 ) g1 (5 LL= 108 log?"
/1 /1 g7 @ log 17 ) ot e o8

1 +log(x) log(y)
11 —log(x) log(v)

F(x)G(y) ldacdy

1/p 1/q
P y
< -1 rp) [/ P (x)xl™ ldx] [/ gy’ ldy] .

e If we set "a = —o0", "b = 400", "¢ = —0","d = +0", B : R + [0, +00) defined by A(x) = ¢ and
k: R [0, +o0) defined by k(y) = ¢”, then we have

+00 -1 T+y
11— ev|@ i T+e™® .
/ / O ey 108 | [Ty | P @G e dady

»* . [Py e o 1/q
aF(p— F(ﬁ) [/ fP(x)e” D dx] [/m g (y)e l)ydy] ‘

The theorem below is a functional extension of Theorem 3.4, and also a product version of Theorem 2.13.
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Theorem 3.18 Let p > 1, g = p/(p - 1), @« > 0, 8 > 0,a € RU{-0}, b € RU {+o0} with b > a,
c € RU{~o0},d € RU {+o0} withd > ¢, [ : [a,b] = [0, +0), F : [a, b] = [0, +o0) be its primitive given by

F@ = [ 1o,
provided that it exists, and h : [a,b] — [0, 400) and k : [c,d] +— [0, +c0) be two differentiable non-decreasing

Junctions such that lim,_,, h(¢) = 0, lim;_;, h(t) = +o0, lim;_,. k(t) = 0 and lim;_,4 k(t) = +oo. Then the following
inequality holds:

d b a-1
oty L= A@EOI
/ {/ O O T @k

L[
Sm(p_)mﬁ)/ fp”[h()] o

where T is the gamma function, provided that the integral involved in the upper bound converges.

1+h(2)k(y)
[1—h(x)k(y)l

P
] F(x)h'(x)dx} k' (y)dy

Some special cases of this theorem are developed below, inspired by those of Theorem 2.13.

e Ifweseta=0,"db =+00",c=0,"d = +00", b : [0, +00) > [0, +o0) defined by A(x) = x* with ¢ > 0 and
k: [0, +00) i [0, +o0) defined by k(y) = y” with v > 0, then we have

+oo oo via-1 Y P
2 =1y g L2 21T ﬁ—l( LHaty” \ b1y } b1
/0 {/o Y Tyt 087\ [T gy ) @ dey o7 dy
1 ? \ ) 1
= DaBrar] (p - 1) r (ﬁ)/o f (x)x(t—l)(P—l)dx'

e Ifweseta =1,"0 = +c0", ¢ = 1, "d = +o0", b : [1,+c0) > [0, +o0) defined by i(x) = log(x) and
k:[1,+400) > [0, +00) defined by k(v) = log(y), then we have

+oo +oo a-1
1o /27D () log! /4 |1 —log(z) log(y)| logh-1 | L log(x) log(y)
/1 {/1 o8 s ) T g o) Tog 1o 8 |11 Tog(x) Tog()]

p
F(x)%dx} idy
1 P p +00 ~
_Wrﬁ(ﬁ)(ﬁ) /1 fP(x)xt dz.

¢ TFwe set "o = oo’y b = 40’ e = —o, d = 400, h 1 R > [0, 400) defined by A(z) = * and
k: R > [0, +00) defined by k(y) = ¢”, then we have

+00 +oo 1 — g+l 1 Tty N ?
/ {/ e“/(l/P—1)+y/q—|(l +er+y|)a+l logh™! (—|1 +eﬁy| ) F(x)e“"dx} &dy
o oo et — et

P +00
< W(%) Fp(ﬁ)[m P (@)e 0D gy,

Some mixed approaches of our main integral results are presented in the subsection below.

3.5 Some mixed approaches

A mixed approach of Theorems 2.1 and 3.1 is proposed below.
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Theorem 8.14 Letp > 1, q=p/(p-1), @ >0, 8 >0,y >0,0 > 0,2 € [0,1] and [, g : [0, +0)
[0, +00) be two functions. Then the following inequality holds:

/+oo/+oo 1/p1/q o =yt |1 -y (OO logt (B-D [ X+
X y og X
0 (2 + )4 @D (1 4 2y) (=D O+D lz =yl

_ _ 1l+x
log! ””91)(————2l)fxx>gcwdxdy
o]

1 +00 1/p +00 1/q
< o | [T o] | [Teow)|

where I is the gamma function, provided that the two integrals involved in the upper bound converge.

The proof relies on the Hoélder integral inequality and Theorems 2.1 and 3.1. The key to this mixed approach
is characterized by the presence of 2. If 1 = 1, the result reduces to Theorem 2.1, and if 2 = 0, it reduces to
Theorem 3.1; the intermediate values of A lead to new integral inequalities.

A mixed approach using the primitives of the main functions, based on Theorems 2.3 and 3.3, is given
below.

Theorem 8.15 Letp > 1, q=p/(p-1),a >0, 8 >0,y >0,0 >0,2 €[0,1] and f, g : [0, +c0)
[0, +00) be two functions and I, G : [0, +00) > [0, +00) be defined their respective primitives given by

x y
Fa = [ s 6o)= [ e,
Then the following inequality holds:

i RUSIIE Ll =y @D 1 — gy =D 0= 1)1 A= [ x+Yy
og — X
(x +y)A @D (1 4 2y) (=D O+D |z =yl

log(H><e—1) L+ ) b6 () dady
|1 -yl

P2 ~ +00 1/p +00 1/q
< e | [T o] | [T eon]

where T is the gamma function, provided that the two integrals involved in the upper bound converge.

The proof uses the Holder integral inequality and Theorems 2.3 and 3.3. Again, we emphasise the linking role
of the parameter A. If 1 = 1, the result reduces to Theorem 2.3, and if A = 0, it reduces to Theorem 3.3; the
intermediate values of A lead to new integral inequalities.

4 Proofs

The proofs of all results are provided in this section. For the sake of self-containment, reproducibility, and ease
of verification, we have included the maximum level of detail.

4.1 A key integral result

The proposition below is needed to prove our main results.

Proposition 4.1 Let a > 0 and B > 0. Then we have

+00 a-1
[1 -z g-1( 1+ 1
/0 (1 +z)e! log 11—z do= gl B
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Proof of Proposition 4.1. Applying the Chasles integral formula at the threshold value & = 1, we obtain
+00 _ la-1 1 _ a-1
/ [T — x| logﬂ_l 1+x di = (1-2) logﬁ_l 1+x de
o (L+x)a+! [1 - x| o (1+x)e+l -z
+00 _ a-1
+ / —(x D) logﬁ*1 L+e dz.
1 (1+ax)et! -1
Using the change of variables x = 1/s, the last integral term can be expressed as
too o 1ya-1 0 _ 1ye-1
/ (x-1) logh~! l+x de = / (1/s=1) logh~! 1+ l/s) —lds
1 (1 +x)etl l-x 1 (1+1/s)e+l 1-1/s 52

l(l—s)"_l10 5-1 1+s s
0o (1+s)at! s—1 '

As a result, we have

+00 _ qa-1 1 —z)*-]
/ Loaf! (|1 +a )dx Lo [Tz s (ﬂ)dx (©)
0

(1 + )+l 1 —x| 0o (1+z)e+ 1-2

Using the change of variables ¢t = (1 — x)/(1 + x), we have

1 a-1 a-1
] (1-2) -1 [1+a _/ -2 -1 [1+a 2
2 0, (vt log _l—x dx = L\ T3z log 12 —(1+x)2dx
0
=/ 19 ogh ™! (%) (—dt)— 12 ogh- ( ) 7)
1

u

The expression of the logarithmic term suggests the change of variables ¢ = ¢™, and we obtain

1 0 +00
1
/ 1 logﬁ_1 (—) dt = / e @Dy B (ot dy) = / uP e dy. (8)
0 l +o0 0
To match the expression of the gamma function, the change of variables v = au gives
+00 +0o0 B-1 1 1 +00 1
/ wP~le " du = / (2) e’ [—dv| = —/ 0P le™dy = —T(B). )
0 0 @ a aB J ab

Combining Equations (6), (7), (8) and (9), we get

+00 a-1
[1 -z go1 1+x 1
‘/0 7o log Tl dx = aﬁr(ﬂ).

Proposition 4.1 is proved. O

4.2 Proofs of the first contributions

Proof of Theorem 2.1.
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Main integral inequality. By a suitable product decomposition of the integrand via the equality 1/p + 1/¢ =
1/p+(p — 1)/p = 1 and the Holder integral inequality, we obtain

[T [ ezt bf”(x+y)fuM@an
0 0 |

(I +y)a+1

00 -1
/+/ AT e (Y
+1
(e +y) DT Te—ol

|l —y|(@=D/a B T+y
1M@+yWHqu(ﬁUM fo—yy ) SOy

+00 a—1
[/ / e =aI™ logh™! ( rry )fl’(x)dxdy
et |z =y

+00 T — a—1 T+ 1/‘1
[ [ (25 o
(x+y) lx -y

We need to express each double integral term of this bound. It follows from the Fubini-Tonelli integral theorem
(ensuring the exchange of the order of integration), the change of variables s = y/x and Proposition 4.1, that

+00 +00 a-1
le—pl* g x+y ) 4,
/ / (x+y)“+1 log |x f (x)dxdy
+00 1
|1 —y/x|” -1( 1 +y/x )1
= P(x / 2 el | ) 24
A POy Tyt \T=y/al) 2
+00 +00 a-1
[1—s] 1 1+s ]
= ’ — log” ds|d
/0 f(x)/o (T+s)er 8 =g )™

+00 1 1 +00
- [ r@x = e [ . an

1/p
X

(10)

dx

Similarly but with the change of variables ¢ = x/y, we obtain

+00 a-1
|lx - yI B-1 ( r+y )
lo dxd
/1 /1 Yaryyed 08 \roy) & Oy
+0co a-1
1=/l ﬁ4(1+xM)1 }
= g Roxpl Sde|d
.A OOLA Traiy 8 \TToap) 3™ @
+00 +00 a-1
[1—1¢] g1 1+t }
= g LRl b dt|d
.A g“”.é et 8 g @

+00 1 1 +00
- [ g = 21w [ g o, (12

0

Combining Equations (10), (11) and (12), we get

/ﬁm/’ NI i 1gﬁ1( )ﬂ@g@ﬂn@
@) E

1/p 1/q
S&ENMZ:meM [aﬁw[£ ﬂm@}

1 +00 1/p +00 1/q
=;ﬂwﬂﬂ ﬂww][A ym@].
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Optimality of the constant in the factor. We reason by contradiction by assuming the existence of a better constant
thanT'(B)/a”. So we consider a constant C such that C € (0, T(8)/a?) and, forany f, g : [0, +00) = [0, +00),

/ - / SN et i lgf”l(f”l)f(x)gcy)dxdy
X

(l‘ +y)a/+l

1/p 1/q
/ fP(x)dx] [ / gff@)dy] , (1)
0 0

provided that the two integrals involved in the upper bound converge. For the candidate functions of the

<C

contradiction, we consider f; : [0, +00) - [0, +00) defined by

= +mIPif x e [1, +00)

f*(x)‘{ ifzel0,1)

and gy : [0, +00) > [0, +00) defined by

a(y) = y—(l+l/n)/q ify € [1, +0)
* 0 ifye[0,1)

where n € N\{0}. Note that

T—+00

+oo +00 ‘
/ ]ip(x)dx = / (x—(1+1/7l)//7)de — [_nx—l/n] -n
0 1

x=1

and

y—+00

+oo +00
/ gz(y)dy = / (y*(l‘*l/”)/{l)(ldy — [_nyfl/n] = .

0 1 y=1

It follows from the equality 1/p + 1/q = 1 and Equation (13) that

1 1 +00 1/p +00 1/q
C=Clpleylla = 2 ] [/ ff(x)dx] [/ gf(y)dy}
n n 0 0

/ "~ / T/ ] i 1gf’f“(“‘” ),;(x)g*(y)dmy (14)

(x+y)ot! |

We need to express the double integral term of this bound. Using the definitions of f, and g, the change of
variables & = sy, the Fubini-Tonelli integral theorem and the equality 1/p + 1/g = 1, we get

[ [yt 1g/3—1(“y | £y
(x +y)o+] | |

e lx =y~ 1{ Xty - _ ,
/ / l/P gt~ (x_'_y)a” 1 &{B |x_y| z (1+1/n)/py (l+l/”)/qudy

a—1
/ / [z~ —log?™! ( try )x—1/<”ﬁ>dx] Y~V @) gy,
1 1 (e+y)et |z —
+o0o [ p+oo -1
/ / 1 -5 i?bgﬁ—l( 1+s )s—l/(rm)y—l/(np)yds]y—1/<nq>dy
1 Ly (T+s)atly [1—s]

oo [ 00 -1
/+ /+ |1 —s]® log? ™! l+s V@) g | =1/ g, (15)
1 1y (L+s)a! [T -3
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It follows from the Chasles integral formula at the threshold value s = 1, the Fubini-Tonelli integral theorem
and the equality 1/p + 1/¢ = 1 that

©o ©0 a-1
/+ [/+ =l g (ﬂ)s—l/(np)ds]y—UH/n)dy
1/y (1 +s)a+l [1—3s]
o 1 1
/+ [/ I log?~! L+s S—l/(np)ds]y—(nl/n)dy
1/y (l+s)""rl [T —s]
+00 1
[1—s]% g L+s\ _
—1 B e [(np) g (1+1/n) 4
+/ Vl (T4t % s N Y
e e

(1+s)"“rl [T —s]

+00 a-1
|1—S| B-1 1+S _1/( ][/ —_
+ L S | np) 4 (1+1/n) 4
[./1 T+t % \[T=s ' ’

1 -1
(nsl/")—l1 s logh™! s s~ 0P) g
0 (1 +5)a+! [1—s]

+00 1= a-1 1
/ %bgﬁfl (i)s—l/mmds]
L (1+9) 11—
1 a-1
[T —s| af T+s ) 4
= LI S Yot N DL PRVICTOP
"[/o Aroet % \T=y)” @

o 1
+/+ =" log?™! 1 s‘l/("f’)ds]. (16)
1 (1+s)at! [1-s

+n

Combining Equations (14), (15) and (16), we get

o (L+s)ett |1 —s]

00 -1
+/+ =l gt (158 ) 1jun) g
1 (L+s)a! |1 —s]

Since this inequality is valid for any n € N\{0}, we can take the inferior limit with respect to the integer =,

1 a-1
s [T s (ﬂ)sl/w)ds

denoted by lim By virtue of the Fatou integral lemma, which is possible because the integrand is non-

—n—+00"’

negative, lim, s st/ = 1 fors € (0, 1), lim, . s~/ =1 for s € [1, +c0), the Chasles integral formula
at the threshold value s = 1 and Proposition 4.1, we obtain

1 _ eja—1
C > lim &bgﬁ% L5 ) gy
noreoJo (1 +5)a+! [1—s]
0 -1
waim [ e (ﬂ)s—l/(nmds

nDoree J1 (1 +s)a+l [T —s|

1 -1

S / Ll LR sl/(nq)] ds
0 (1+s)a+1 |1 _Sl n:oo

+00 _ oa-1
+/ %bgﬁ—l (i) [ lim s 1/(71;7)] ds
1 I+ 11 =sl) i 5%
1 _ ola—1
_ [1—s| logﬁ_l 1+s ds
0 (1+s)o+! [1—s]
+00 _ oa-1
+/ I =s" log#~! s ds
1 (T+s)ert 11 —s]

+o00 a—1
[1—s| g1 1+s 1
= — 1 =—I .
./0 Troet 28 o) 4= et ®

27




Asian J. Math. Appl. (2025) 2025:10

A contradiction comes since C is assumed to satisfy C < T'(8)/a”. As a result, the constant T'(8)/a? is
optimal. Theorem 2.1 is established. m]

Proof of Theorem 2.2.

Proof that Theorem 2.1 implies the presented inequality. We assume that the inequality in Theorem 2.1 holds. It
follows from the Fubini-Tonelli integral theorem and a suitable decomposition of the integrand that

/W [/ Py gﬁ‘l(“y )f(x)dx] oy
0 (x +y)a+! | |
_ RV V7 Lk 1 51 ( THy ) p
/o [/o Y (x+y)a+1 08 iz —y] f(x)dz| x

- e =yl L[4y -
[/ 1/Pyl/q 10g'87 f(x)dx] dy
(x+y)ot! Je =yl

2ty 1/q|x y|” 1051(1"‘}’) )%
[ e e I

p-1
[/ l/f’yl/q&log'g_1 (|x+y )f(x)dx} dxdy

(x +y)a+1

/*""/ I ikl ' gﬁ—l( )f(x)gT(y)dxdy, (17)
(x +y)a+l |z — ]

where

+oo
_ IRV |z —yI*” 1 g-1[ 2ty
&) [/0 VE vt ke

p-1
(@ + )] —;vl)f (”‘”] ‘

Applying Theorem 2.1 to the functions / and g, we obtain

"~ LVeyl le—ylot 4 ( ) i ’
/ ./ j(x +y)a+ll g =y /() g (v)dxdy
1/p +00 1/q
< r(p) [ /0 fP(x)dx] [ /0 gg@)dy] , )

Let us now determine the second integral of this bound. Since ¢(p — 1) = p, we have

e oo [ koo a-1 a(p-1)
9N dy = VY lz — v logf-1 [ p ;
/o & O)dy / [/o Y et 087 oy ) @ y

+0co +00 P
:/0 [/0 1/py1/q%10gﬁ—1 (|x +y|)f(x)dx] dy. (19)

Combining Equations (17), (18) and (19), we have

+00 +o0 T — N T+
/ [/ l/pyl/q| 3’|a+1 1Ogﬁ 1( Y )f(x)dx] dy
0 0 (x+y) lz =yl

1 +00 1/p
< Lrep) [ /O (@)da

X
. oo » 1/q
0 0 (@ +y)+ [ERET

28
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p 1o
dy}

We therefore get

+o0 +00
/ |:/ l/py]/q |x yl - logﬂ 1 ( X +y )f(x)dx
0 0 (x +y)er lz =yl

1/p

1 +00
< L) | [T s

Using the relation 1/p + 1/¢ = 1, this is equivalent to

+00 +0o0 T T+ p
/ [/ I/Pyl/q%logﬂ ( Y )f(x)dx] dy
0 0 (x+y)® lz — |

B [

The desired inequality is established.

Proof that the presented inequality implies Theorem 2.1. We now assume that the presented inequality holds, and
show that it implies Theorem 2.1. It follows from the Fubini-Tonelli integral theorem, the Holder integral
inequality only with respect to the variable y, and the assumed integral inequality that

0 0 X —

(x+y)a+l
+00 a-1
/ [/ LMoyl v - y|a+11 gf! ( Ty )f(x)dx]g(y)dy
(x+y) |
+00 +00 R l/qw B ( x+y ) . x] [ +00 q ]1/11
- {/0 [/0 ) (ac+y)“+11 & |z =yl flayde| dy /0 g

1 +00 1/p +00 1/q
| [ ol | [T enan]

1 +00 1/p +00 l/q
-t | [ || [T o]

The desired inequality is established.

The proof of Theorem 2.2 ends. m]

Proof of Theorem 2.3. Let us notice that

/*""/ U1yt 2= 10%!? 1(“y )F(x)G(y)dxdy

(x+y)o+T |z =yl

/m/' w1Mxy'1g-(x )ﬂw&mmw, (20)
(x +y)at! lz =y

where ) )
fo(x) = =F(x), go(y) ==-G(y).
x y

Applying Theorem 2.1 to the functions f, and g,, we get

[ [yt 1g—(iﬂﬁﬁm&mmw
(x +y)a+! |z =yl

1/p ™) 1/q
y4
[ me][/ m@]

1/p +00 1/q
= —F(,B) [/ —Fp(x)dx] [/ le(y)dy] . 21

< —F(ﬁ)

29
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It follows from the Hardy integral inequality applied to the function f that

400 1 p 4 +00
/ —Ff(x)dxr < [ — / f?(x)dx. (22)
0o af r=1) Jo
The same applied to the function g, together with the equality 1/p + 1/¢ = 1, gives
+00 1 q q +00 +00
[ st s () [Teow=p [T ewan. (©8)
0o ) q-1) Jo 0

Combining Equations (20), (21), (22) and (23), we obtain
+00 a-1

(x +y)‘“1 lz -yl

< Lre [( )/ fP(x)dx]l/P [ mngy]l/q

+o0 1/p 1/q
= P— P (x)dx 4 .
a1 [/ f*(@)d ] [/0 f(y)dy]

Theorem 2.3 is demonstrated. O

Proof of Theorem 2.4. Let us notice that

/+OO [/+ 1/p- lyl/q lz —y["” : 10gﬁ-1 ( x+y )F(x)dx
0 0 (x+y)** lz =yl

+00 +00 14
:/ [/ 1/l)yl/q%logﬁ—l ( Tty )fo(x)dx] dy, (24)
0 0 (x +y)o* x =yl

1
fo@) = TP (@),
Applying Theorem 2.2 to the function f, and using the Hardy integral inequality, we get

+00 +00
/o Uo y (x+y>“+1 o8 (| Jo@)d| dy

1 +00
< mrp(ﬂ)/e ff(x)dx = mfp(ﬁ)‘/o EFP(I)dx

P
dy

where

1 p » +00
<5 (pTl) Fp(ﬂ)/o fP(x)dz. (25)

Combining Equations (24) and (25), we obtain

+00 +00 p
pl/r-1 l/qwlo £-1 ( Ty )F z dx] d
/0 [‘/0 Y (x +y)a+l & [z =yl (=) Y

1 p \
Sm(ﬁ) I (g) /0 £ (@)de.

Theorem 2.4 is proved. ]

Proof of Theorem 2.5. By virtue of Theorem 2.1, we have

/+°°/ Ukl (x y)f(x)gmdxdy

(x +y)o+! lz —
1/p 400 1/q
[ /0 g"(y)dy] ,

30

< Lrep) [ / " @)de
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with @ > 0 and B > 0. Integrating both sides with respect to the parameter a treated as a variable with
a € (1, 6), and developing only the upper bound by taking into account that 8 > 1, we obtain

[ 55

/ [/ / q(x+y)a+ll g |I yl f( )g(y)d dy d
1/p 1/q

<I'(B) [/ —da/ [/ fP(x)dx] [/ q(y)dy]

1/p ™) 1/q
—r(m[—(l 6“*)”0 ff’(x)dx] M g%y)dy]

+00 1/p +00 1/q
—a-eor| [ e | [T o] (26)

For the main triple integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of the order
of integration) and basic integral calculus, we get

+oo a-1
/ [/ / 2l/eylla |(i+§|)d+l lo gﬁ—l (|1 +y|)f(x)g(y)dxdy

= ™ 1/p,,1/q |$—y|) d ] p-1 ( xr+y ) dud
A .A Y (alc+y)2 [ (x+y al 08 Iz — ] f(x)g(y)dxdy

r a— a=0
_/+OO/+OO V. 1/q 1 1 (lx_y|) 1
= x 'ty 5|~

o Jo (x+y)* | logl(x+y)/le =yl \ z+y

log?~ 1(I l)fmgcy)dxdy
+00 [ 5-1
= 1py1/a 1 Ix—yl) | ﬂ_g(my) indo, .

Combining Equations (26) and (27), we have

+00 +00 1
/ / Lyl _
o Jo (x+y)

+00 1/p +0o 1/q
< sa-are | [T o] | [T

X
a=1

o o-l (
- ('x ) ] logh (%)f(x)g(y)d:cdy

xr+y

Theorem 2.5 is established.

Proof of Theorem 2.6. Theorem 2.1 gives

(x+y)“+1
1/p 0o 1/q
4(y)d ,
[/0 gy y]

31

< Lrep) [ / mff(x)dx
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with @ > 0 and 8 > 0. Taking « = ei with i € N\{0}, multiplying both sides by iy’, summing both sides with
respect to the integer 7 and developing only the upper bound using the Lerch transcendent function, we have

+00 T — €i—1 T
> [/ / IR skl i lgﬁ‘(| *y)fu)g(y)dxdy]

(l‘ +y)ez+l

Z e (,6’)} [ ff’(x)dx]w [T oo

00

i +00 1/p +00 1/
L) [Z H [ rwa] | [T eow|

,yi +00 1/p +00 1/q
S| [ [ [T won]

1 +00 1/p +00 1/q
=76—ﬁr(,3)¢(%/3—1,1)[ /0 fP(x)dx] [ /0 g‘f(y)dy] . ©8)

1/q

= e—ﬂr(ﬁ)y

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange
of the sum and integrals) and a basic geometric series formula based on y|x — y|¢/(x + ¥)¢ € (0, 1) (almost
everywhere), we get

i 2/ 1/q 2 = y|“105_(x+y) . .
Z 4 [/ / e o8 (o f@sdady

- {Z[ (|z+§|)]}1°gﬁl (=)

f(x)g(y)dxdy
_ +00 +00 U 1/q 1 (lx_yl)e +0o [ (lx_yl)e]il
A A Y el o ey le "oy *

log?~! (f +y )f(x)g(y)dxdy

/+°°/ 2yl 1 (|36—y|)€><
(@+y)le -yl z+y

log! (| |)f(x)g(y)dxdy

[1-ylx —ylf/(x +)°

O A BV VPR e i C ) W ﬁ‘l( ) ot #
7/ / e e 2% o roy ) (D8 Wdady. (29)

Combining Equations (28) and (29), we obtain

+00  p+oo _ nle-1 e-1
y/ / RV V0 et e G ) > log?™ 1( )f(x)g(y)dxdy
0o Jo [(x+y)€ —y|r—yl] |z -yl

+00 1/p 1/q
syeiﬁF(ﬁ)CD(%ﬂ—l,l) [/O f”(x)dx] [/0 gq(y)dy] ,

so that

/ / eyt 12291 r+y) logﬁl(“y)f(x)g(y)dxdy
[(x +y)€ = ylx - y|]? e =yl
1/q

1/p
—F(,B)<D(7,ﬁ—1,1)[/0 f”(x)dx] [/0 gw)dy]

32
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Theorem 2.6 is proved. |

Proof of Theorem 2.7. By virtue of Theorem 2.1, we have

/ - / SN et e lgf“(“y)ﬂ@gcy)dxdy

(I +y)a/+l

+o0 1/p 1/q
L) [ / f"(x)dx] [ /O q(y)dy] ,

with @ > 0 and B > 0. Taking @ =i + k with 7 € N, which is possible because « > 0, multiplying both sides
by 1, summing both sides with respect to the integer i and developing only the upper bound using the Lerch
transcendent function, we obtain

T i+k—1 x
20 [/ / e o (lx” )f(x)g(y)dxdy]
i=0
oo 1/p +00 1/q
ZU (z+K)/3 (,8)] ['/0‘ fP(x)dx} [/0 g{’(y)dy]
1/p 1/q
Z i+ K)ﬁ [/ fi’(x)dx] [/0 q@)dy]

+00 1/p +0co 1/q
“T(B)®(n, B, ) [ /0 *(2)da [ /0 g%y)dy] . (30)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange
of the sum and integrals) and a basic geometric series formula based on n|x — y|/(x +y) € (0, 1) (almost
everywhere), we get

Ayt =y ﬁl(x+y) 2)g(y)da ]
Z’] [/ / P I(x +y)z+/<+ll g | f( )g(y)d dy

/ / 2Vry Vgl =t [ (lx yl)
0 0 (x +y)*+! T+y

/ / 2V eyl |z — y|<! v
(x+y)l - 1-nlx —yl/(x +y)

log? ! (22 ) s

|z

+oo +oo k-1
- alltylla k] log”~! ( = ) * dady. (31)

Combining Equations (30) and (31), we obtain

/m/mx”[’y”q e = o1 logﬁ’l( )f(x)g(y)dxdy
0 0 (x+y)<(x+y—mnlr-yl) |z =y

+00 1/p +00 1/q
sr(m@(n,ﬁ,m[ A (@)da [ A gw)dy] .

Theorem 2.7 is demonstrated. m|

=I(B)

} og”” l(u |)f(x)g(;v)dxdy

33
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Proof of Theorem 2.8. Theorem 2.1 gives

/+°°/ IRk G (”“”*y)f(x)g(y)dxdy
(x +y)o+! lz — y|

1/p 1/q
sa—ﬁrw) [ /0 ff’(x)dx] [ /0 g‘f(y)dy] ,

with @ > 0 and B8 > 0. Taking @ = pi with i € N\{0}, multiplying both sides by 1/, summing both sides with
respect to the integer 7 and developing the upper bound using the Lerch transcendent function, we obtain

T 1
ST o (5 o]
1 1 1/p 1/q
s[;l(p)ﬁ (ﬁ)l [ | [T ema]
1/p 1/q
MH/ | [T o)
1/p 1/q
Z(+1)ﬁ+1H/ ECO N

+00 1/p +o0 1/q
=p—ﬂF(ﬂ)¢(1,ﬂ+1,1)[/o ff’(x)dx] [/0 g‘f(y)dy] . (32)

=—F(ﬁ)

F(ﬁ)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange
of the sum and integrals), and a basic logarithmic series formula based on |x — y|?/(x + y)? € (0, 1) (almost

everywhere), we get

pi—1
[/ / alleyte 22 bl — log# ™! ( )f(x)g(y)dxdy
< 1 0o Jo (x+y)r lz =yl

/M/ e {Z ' (lfwi') ]}X

log”~! (F) [(@)g()dxdy

T )
// Gl T )

log? ! (Ly')m)gmdmy

|x

+00 1 I 1
x/Pyltla lo %
/ / @+yle—yl S| T-le—yr/(x+y)?

log?~ 1(|x )f (v)g (y)dxdy

/m/ doga_ L g | @+y)” ]X
(@+y)le -yl 7 [(x+y)? —|x-yl?

log?~! (H) /(@)g()dady. (33)

34
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Combining Equations (32) and (33), we obtain

+o00 +00 I/P 1/ 1
x Py lo
/0 ./0 (x+y)lx -yl

log”~! (;—t;) [(@)g(y)dady

(x+y)?
(x+y>p—|x—y|ﬂ] 8

1/q

+00 1/p +00
spiﬁrw)@(l,ﬂu,l)[/o f”(x)dx] [/0 g‘f(y)dy]

Theorem 2.8 is proved. m]

Proof of Theorem 2.9. By virtue of Theorem 2.1, the following inequality holds:

J A e e o

(x +y)(1+l

+o0 1/p +00 1/q
<t | [Trwd] | [T emn|

with @ > 0 and B > 0. This can also be written as follows:

00 00 -1
o T
o Jo (x+y)e+l [T(B) |z

1 +00 1/p +OO( 1/q
sa—ﬁ[/o f”(x)dx] [/0 £y

Taking B8 = 6i + u with i € N, which is possible because ¢ > 0, multiplying both sides by v?, summing both
sides with respect to the integer ¢ and developing the upper bound using a basic geometric series formula taking
into account that v € (0, @?), we have

l/p 1/q lx —y|*” [ 1 ] 0i+,u—1( )
Z L [) @+y) L |T@i+p) 8 &=y
+00 1/p 1/q
3 am“ [ || [T eom]

+00

=aiﬂ[;(£)i] n fP(x)dx]l/p[/o gw)dy}l/q

1 1 +00 1/p 400 1/q
=a—#(—1_v/aé,) /0 /(o) [ /0 g%y)dy]
09— +00 1/p +00 1/q
- [ / fP(x)dx] / g‘f(y)dy] . (31)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of
the sum and integrals) and the two-parameter Mittag-Lefller function, we have

2yt e —y[~! [ r ai+ﬂ_1(x+;v)
Z -A -/(). (x +y)U“"1 I'(0i+ u) 08 |z | f(x)g(y)dxdy

+co i
eyl =™ 1 log? x+y) y
/ / (oc+y>a+1 ;rwiw) % eyl

e e

f(x)g(y)dzxdy

f(x)g(y)dzxdy

<
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+00 a—1
/' ./ up1m|x v 1T[ bgo(x+y)’0’ﬂ N
(x+y)** |z =yl

bykl“x+y)f(wg@yu¢y (35)

Combining Equations (34) and (35), we obtain

+00
/ / xllry l/qlx ¥ I\P[ 10g9($+y)’9,ﬂ
(x+y)* =yl

mgkl(x+y)fnwg@mﬂw

X

= 1/p +00 1/q
/4
JA me][A ym@}.

Theorem 2.9 is established. O

Proof of Theorem 2.10. Using the changes of variables s = A(x) and ¢ = k(y), so thatx = A~ (s) and y = k=1 (1),
and dzx = [1/{h’[h"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

/ / RYP ()M () — h(x) ~ k()I"”! logﬁ*1 [M]f(x)g(y)dxdy

() + k()] i) — k)]
-] Wﬂmzlgwlbﬁq(gi;)ﬂh(”k” O T
S [ gt (L g, (36)
where
L) = [ O ) = gl (O]

' [h= 1( )1’
Applying Theorem 2.1 to the functions f and g, we get

RUAV il W (L
/ / G log ( T J=(s)g=(t)dsdt
1/p +00 1/q
< | [T ros] | [T ewal 37)
ab 0 0
Let us now express the integral terms of this bound. Using the change of variables s = &(u), we have
+00 " 400 | 1 P b 1
cst:/ { h‘s—}dsz/ P(u h' (w)du
Y A TTEIOT] S AR T

b 1

Similarly, using the change of variables ¢ = k(v), we have

. oo q d 1
g B -1 _ v)av
[ stoa= [ o o a= [ eogggr o
d
_ q dv. 9
- [« ()M(H v

36

k' [k 1()]
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Combining Equations (36), (37), (38) and (39), we get

g gty @) RO _][h(x)+k(y)] e
//h OO G TR [~k |/ EO

J— I4
saﬁr(ﬁ){/f()[h()] } {/Cg(y)[k()]qu}

Theorem 2.10 is proved. m|

1/q

Proof of Theorem 2.1 1. Using the changes of variables s = A(x) and ¢ = k(y), so thatx = A~ (s) and y = k1 (1),
and dzx = [1/{h'[h~(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

d b -1 »
Vb (g0 () JHE) = RO gt | A(2) +Ry) ] el vend
/C {/a PR [ (x) +k(y)]o+! o8 h(x) — k(y)| @ O)dy

_ i e 1/p1/q|3 |_] /;_l(s+t) = }P
I e e e

k!
K01 [kl(t)]

= . - s/ry 1/& B-1( S+t r
_-/0 [-/0. q(s+t)“+1 log (|S |)f (s)ds| dt, 40)

1
b [ (s)]

where

f=(s) = fTA7(s)]

Applying Theorem 2.2 to the function f;, we get
/+oo /+ l/P g |S | - 1 B-1 S+t f ( )d :|Pdt
—— 1o s)ds
0 0 (4ot %
1, LA
— 1 (B) J= (s)ds. (41)
0

Let us now determine the integral of this bound. Using the change of variables s = & («), we have

4 — e —
[ = [l ontsl o= [t
- / () [h/(u)]pildu. (42)

Combining Equations (40), (41) and (42), we get

d b a1 »
WP (o)1 ) L0 RO e [Mxﬂk(y) ] o)dz} K (y)d
/ﬂ {/ R TE T i) k]| 7 )y

h (u)du

mﬁ)/ /' )[k( G

Theorem 2.11 is demonstrated. m|
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Proof of Theorem 2.12. Using the changes of variables s = h(x) and t = k(y), so that x = A7 (s) and y = £~ 1(1),
and dzx = [1/{h’[A"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

d b a-1
BB (a1 (3 D) =R gt | M@ HRG) | oo m ok (9)ded
[ [ rtaneiohs o [ | SO

+00 1/ 11/ 1|S | B-1 s+1i -1
= <s+t>a+11°g [ o oo

1
BT () 1k Tk ()]h[h TR

_sla-1
/ / SUp=1,1/0-1 15~ 1] WP oge! ( SH )FA(S)G (t)dsdt, (43)
0 0 (s+p)** |s — ¢l

where
Fo(s) =F[h'(9)], G=(t) =Gk (1)].

Using the change of variables r = 47! («), we have

L (s)
F9) = FUiT 01 = [ (r)dr—/ 117 )] 1( S /f(u)du

where
1

_ -1
o) = [ ) s

Similarly, using the change of variables r = k71 (v), we get

I3 0) t 1 t
Go(t) = Gk ()] = / g(r)dr = A k! @) pr o = A 2o (0)do,

where

1
k [k ()]
Applying Theorem 2.3 to the functions f. and g., we obtain

+00
SUp1 g1 ST e (S
/ / (s+t)a/+1 lOg (| t| F (S)G (l)dsdt

1/ 1
ﬁé’) res) [ / £ (5)ds P[ / gA(ndz] " (44)

Let us now express the integral terms of this bound. Using the change of variables s = h(«), we have

I fp(s)ds—/)m{f[h O 1()} /f”()

Similarly, using the change of variables ¢ = £(v), we have

. oo q d 1
g B -1 _ v)av
[ stoa= [ o o a= [ eogggr o
d
_ q dv. 0
- [« “[k()] "

38

g-(v) = glk” (U)]

h’(u)du
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Combining Equations (43), (44), (45) and (46), we obtain
d b _ a-1
[ rm kit ) OO0 [—’L(x) D) b ()6 () @b () ddy

@) + £ ()] () — K]
p 1/p 1/q
pZ b 1
< aﬁ(p—l)r(ﬁ){ , [h’(x)]ﬁ-ldx} {/ £ O y} |
Theorem 2.12 is proved. |

Proof of Theorem 2.13. Using the changes of variables s = (x) and ¢ = k(y), so that x = A~ (s) and y = k=1 (1),
and dx = [1/{h’[A"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

d b a—1 P
U1yl oy ) =R gy [ @) +RO) | v |
‘[ {/a @k ) [h(z) +k(y)]er 8 () k)| (2)h' (x) ()dy

_ [ 1,1/ |s — ¢! 0,3-1(S+t) LT ; }P
/o {/0 et o8 oy ) P OB O ey [hl()] X

R RN (0] /[k_ll O] di

+0o +00 = p
= RYS Al U LA ) d} 47
./o [/0 (o 08 |y Fe s | “7)

Fo(s) = F[R™'(s)].
Using the change of variables r = A~ («), we have

1

where

) s
P =F0r 1= [ o= [t W) = [,
where :
_ -1
) = /17 @)

Applying Theorem 2.4 to the function f., we get

oo [ oo _ »
/ [ / SUp-1 l/qulogﬁfl S*! Fn(s)ds] dt
0 0 (s +)a! |s -l

1 p \
= m(ﬁ) Ff’(/f)/0 S (s)ds. )

Let us now determine the integral of this bound. Using the change of variables s = h(z), we have

+ooils $ = - “1(s ;}PSZ bpu;’uu
o= | {f[h Nt 4= | 110 gyt @4

P
/f()h()]Pld 49)
Combining Equations (47), (48) and (49), we obtain

d b a-1 P
hl/p—l kl/q |h(.’L‘) k(y)| 1 B-1 h(x)"'k(y) F 1 d b’ d
/ {/ OO+ /e(y)]fm (o) k(] | 1 D EO
1 p
Sm(p_) P(’”/ fla )[h( i
Theorem 2.13 is established. |
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4.3 Proofs of the second contributions

Proof of Theorem 3.1.

Main integral inequality. By a suitable product decomposition of the integrand via the equality 1/p + 1/q =
1/p+(p — 1)/p = 1 and the Holder integral inequality, we obtain

a-1
2ty g1 —ay|*™ 1 +xy
[ oy (|1 [ ()¢ ()drdy
/ / P e A D |1 —xy|(”‘ e 1Og(ﬁ—1)/ﬁ ( 1 +xy )f( )X
0 0 (1 +zy)l@+b/p [T -yl

|1 —xy|l*-D/a [ T+ay
l/qmlog(ﬁ /4 )

+oo [T —ay|*™ ! 1+ay
[/ / (1 +xy)"+1 logh~ (|1 )fP( Ydxdy

+00 +00 a-1 1/q
|1 zy| -1 L+ay\
[/ / Y T T o)t log T (v)dady

We need to express each double integral term of this bound. It follows from the Fubini-Tonelli integral theorem
(ensuring the exchange of the order of integration), the change of variables s = xy and Proposition 4.1, that

+00 +00 a-1
1 - xy| p-1( 1+ay
1 ?(x)dxd
/ / STET TR () KR
+00 1
[T —ay|*™ ,3—1( 1+xy) ]
lo —— | zxdy| dx
M I (V=)
+00 a-1
[T —s| 21 L+s
P = B
/ S (x) ‘/0 (1+s)"+1 log (ll_s|)ds]dx

- /0 [1@) x 5 T(B)x = —T(B) / f(@)da. G1)

1/p
X

(60)

Similarly, we obtain

+00 a-1
|l—xy| -1 L+axy
1 — | g(y)dxd
/ / Y Tt ay)ert 08 TErA (y)dxdy
[T —xy|*! 61 l+xy ]
= 4 —1] ydx|d
[eo| [ s (e o
+00 +00 -1
|1 —s]* g1 L+s }
= 4 — 1 ds|d
Loeo [ e ()] o

+00 1 1
- [Tex = rw [ e 52

Combining Equations (50), (51) and (52), we get

+00 1_ 1
// = ‘”h+§’§'>a+llg (|1+y)f(x)g(”dxdy

1/p 1/q
s[a—ﬁr(ﬂ)A f”(x)dx} [a—ﬁF(ﬁ)A g“(y)dy]

1 +00 1/p +00 1/q
= T(B) [ /0 f”(x)dx] [ /0 g‘f(y)dy] .
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Optimality of the constant in the factor. We reason by contradiction by assuming the existence of a better constant
thanT'(B)/a”. So we consider a constant C such that C € (0, T(8)/a?) and, forany f, g : [0, +00) = [0, +00),

11— ay|! 1+ay
1/1> glZ 72 oeB-] dud
/ / (1+xy)e+l 8 (—|1 o [ (x)g(y)dxdy

1/p 1/q
sc[ /0 f”(x)dx] [ /0 g%y)dy] , 59)

provided that the two integrals involved in the upper bound converge. For the candidate functions of the
contradiction, we consider f. : [0, +00) > [0, +00) defined by

f@=1" ifz € {0} U1, +)
AEEN AN f e e (0,1)

and g : [0, +00) - [0, +00) defined by

g-() = y~HmIa iy € [1, +00)
ifye[0,1)

where n € N\{0}. Note that

r=1

/ fI(x)dx _/ (2 (Mm=DIPye g = [m: L ="

and

y—+00

+00
[ oty = [T oy < [yt 7 <
0

y=1

It follows from the equality 1/p + 1/¢ = 1 and Equation (53) that

1 1 +00 1/p +00 1/q
C=Caplirglia = L) [/ ff(x)dx] [/ gﬂ(y)d;v]
n n 0 0

+eo 1 —zy|*! 1 1+x
ST 1/q|<1+x§|>a+llgﬁ1(|l—x§|)f’(x)g>(y)dxdy' ob

We need to express the double integral term of this bound. Using the definitions of f. and g., the change of
variables s = xy, the Fubini-Tonelli integral theorem and the equality 1/p + 1/g = 1, we get

|1 —axy|” ! 1+ay
1/1> 1/11
/ / (1 +xy)“+1 log (|1 f> () g~ (y)dxdy

1
/ / 1/p l/q%logﬁl (|11+_xy|) LU=y =+ g g,
+xy —xy

1 1
/ 11—yl llogﬁ—l( 1+ay )xl/(nf))dx]y—l/("li)dy
0 (L+xy)r |1 -yl

. 1
/ /} = o=t (145} won ymvom Lol =170 g
o (T+s)m =] y

Y= s (1) ~(1+1/n)
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It follows from the Chasles integral formula at the threshold value s = 1, the Fubini-Tonelli integral theorem
and the equality 1/p + 1/¢ = 1 that

- 1
/+ /y |1 —s]"" 0g?h~! L+s 100 gy | y=1m) g
(1+s)a+l T
1 a-1
[1—s] qf T+s) 4 -
= =l o=t [ L5 ) o g | y-1m g
/ [/0 SR (T A !
/+°° /y |1 —s]"" 1 0gf~! l+s §100) g | y=(1m) g,
(1 +s)"‘+1 |1 —s|
1 1 +00
IE=s" g (145 10 / ~(1+1/s
d (1+1/n) 4
[/ (1+S)a+l g |1—S| S $ . y Y
00 1
/+ [/ st gy | L= e (ﬂ)sl/wmds

(1+s)“+1 [1—s]

1 a—1
/ JI=s]""" sy logf~! L+s RYCOPR
(1 +s)at [1—s]

a-1
L= e (LS ) oy
+/ (s ) Tagat 1087 \royp) s s

1 1
|1—s|n B-1 1+S 1/ (np)
- P d
M TR S (T A

+00 _ ola-1
+/ Il S| logﬁfl I+s S—l/(nq)ds ) (56)
1 (1 +s)a+ 1 -5

Combining Equations (54), (55) and (56), we get

Cs 1 —gle-! B_l( 1+s

L B 1/ (np) g
0 (1+S)"+1 |1_S|)s !

0o -1
+/+ —ll sl logﬁ*1 —1+S s~/ () g
1 (T+s)erd [T —s]

Since this inequality is valid for any n € N\{0}, we can take the inferior limit with respect to the integer n. By
virtue of the Fatou integral lemma, which is possible because the integrand is non-negative, lim s/ =1
fors € (0, 1), lim . s~ () =1 for s € [1, +0), the Chasles integral formula at the threshold value s = 1
and Proposition 4.1, we obtain

1 _ o1
C> lim &logﬁil i sl/("P)ds
n—to0 J 0 (1 +S)a+l |1 —.S'l

o |1 —s|o! o 1+
+ lim —| il ; log? ! (—S )s_l/(”q)ds
n—+oo J 1 (1 +S)a+ |1 —Xl

1 -1
5 [1—s| log[%] 1+s
0 (1+s)ot! 11— s]
+00 _ ola-1
+ |1 .X| logﬁ_l 1+s
1 (1 +s)etl [1—s]
1 _ ola-1
e SR P
0 (I+s)o+! 11— s]
+00 _ oa-1
+ =8 logh™! s ds
1 (1+s)erd I1—s]
+00 a—1
3 [T —s] g-1[ 1+s 3
—/0 —(l+s)‘”1 log | ds = —F(ﬁ)
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A contradiction comes since C is assumed to satisfy C < T'(8)/a®. As a result, the constant in the factor
I'(B8)/a” is optimal. Theorem 3.1 is proved. m]

Proof of Theorem 3.2.

Proof that Theorem 3.1 implies the presented inequality. We assume that the inequality in Theorem 3.1 holds. It
follows from the Fubini-Tonelli integral theorem and a suitable decomposition of the integrand that

'/0-+oo [/0+°° 1/%1/q%10g (|i+xy|)f( )dx} "
:/0+oo [‘/0+ 1/@”!1%10%—1(ﬁizl)f(x)dx X
[/ ”P:V”"%log (ﬁffvl)f( )dxrldy
_ yla-l
T e () o
[/ 1/@1/q%10g (&txy )f( Vi -1

dxdy
/m/ oyt L=yt (L2 ) ) () 57)
X X <
(Tray)erl 08 \[Toqy] )/ 8

where

a:(y) = [ / RV Lk e 1ogﬁ1(1”y f(x)dxr_l.
(1 +ay)er =]

Applying Theorem 3.1 to the functions f and gz, we obtain

- RIS 1+—xy) ) )
/ / Py ‘1(1+xy)d+11 g’ (|1_xy| [(@)g;(y)dady
Hp © 1/q
< L) [ /0 fP(x)dx] [ /0 gg(y)dy] , .

Let us now determine the second integral of this bound. Since ¢(p — 1) = p, we have

+00 +00 +00 1_1‘ Ia 1 _ 1+$ q(p-1)
4 (Ndy = Pyt L= g (L ) g d
/0 g; (v)dy / [/0 Y Tt 8\ Ty f( )dx y

400 +00 a-1 P
_ RV VS Lk S ( 1”y) dx] (59)
/0 [/0 y Tty g’ 1 | f(x) dy

Combining Equations (57), (58) and (59), we have

+00 +00 a-1 P
[ o™ () o]

+00 1/p
< Lrep) [ /0 Pade|
/+m[/+ pot/g 11 = xyl"llo (1+xy )f( )dx] d e
0 0 Y (1 +xy)a+l 8’ 1 Y )
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We therefore get

+oo +oo [1 xy|" 1+axy ’ 1=l
UMY logB ( ) xdx] J
{A o (g ]

1/p

< Lrep) [ [ e

Using the equality 1/p + 1/¢q = 1, this is equivalent to

+eo 1/ 1/4 |0{1 1+l‘y
/ [/ by 1(1+xy)a+]l&r (ll )f()dx] dy

@) [ s,

The desired inequality is established.

Proof that the presented inequality implies Theorem 3.1. We now assume that the presented inequality holds, and
show that it implies Theorem 3.1. It follows from the Fubini-Tonelli integral theorem, the Holder integral
inequality only with respect to the variable v, and the assumed integral inequality that

+00 a-1 1
/ / = ”quéi'wlg (uuy)f(x)g(”dxdy

= SUpgtg L=y sy [ T4y ]
B -/ [-/ e (1 +xy)ott log” (|1 —ayl J(@)dz | g(y)dy
+00 a— 1/p . »
payinv xy| ! 1 +xy ) ] [ ]
{/ [/ K q(1+xy)w+11 S (|1 5] @de| dy /0 g’ ()dy

1 +00 1/p +00 1/q
<5 [ e | [T o]

1 +00 1/p +00 1/q
-S| [T || [T o]

The desired inequality is established.
The proof of Theorem 3.2 ends. |

Proof of Theorem 3.3. Let us notice that

_ a-1
/ / RN T Lk G R (ﬁﬂ)F(x)G(y)dxdy
0 -

0 (] +Iy)‘“’1 |
+00 a-1

2Py 070 Ll N 1+xy e 0
./ / (]+xy)d+1 o8 |1 fo(x)go(y) xay, (60)
where

1 1
Jol@) = —F(x),  g(y) = ;G(y)-
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Applying Theorem 3.1 to the functions f, and g, the Hardy integral inequality to the functions f and g, and
the equality 1/p + 1/g = 1, we obtain

+00 1 - a-1 1
[ [ (122
1/p oo /q
< a—ﬁF(ﬁ) » /0 /7t (x)dx] [ /0 gl (y)dy]
1 [ e ] 1/p +oo ] 1/q
= —T(B) _ /0 x—pF” (I)dx] [ /0 ﬁGq(y)dy}

1 r b P ptoo 1/p q ¢ ptoo 1/q
< Lr) (—) 0 f”(x)dx} [(j) / gqmdy]

[\p-1 q
B 1 - » P +o00 1/p +00 1/q
= —F(,B) (pTl) /0 ff’(x)dx] [l’q/ gq(y)dy]
1/p /g
»* ?(2\d .
St | [T || [T o] 1)

Combining Equations (60) and (61), we get

+00 a-1
RS L logh~] 1 +axy FOG (v dad
/ / T tor ™! | PG oy

1/p +00 1/q
—P P(x)dx 4
< L1 p) [/0 f()d] [/O gf(y)dy] .

Theorem 3.3 is demonstrated. O

Proof of Theorem 3.4. Let us notice that

+00 +00 a—1 4
211 l/qll xy| logh ™! I +axy F(o)d ] d
/ [/ Y (1 +at:y)‘erl o8 [1—xy| (@)dx| dy

+00 a—1 P
/ [/ eyt 1L =2 oy, gﬁ—l( L+ ),g(x)dx] dy, (62)
0 0 (1+Iy)“+

where )
fo(x) = ;F ().

Applying Theorem 3.2 to the function f, and using the Hardy integral inequality, we get
+00 +00 1 —zyle-! 1 P
/ [/ l/pyl/q | xyl logﬁ—l +xy ﬂ(x)dx] dy
0 0 (1+Iy)‘”1 11—yl
1 +00 ) +oo
— — __ 717 __FP
FE) [ =) [ S

1 P 4 +00
< m(ﬁ) (8) A f(@)da. 63)

Combining Equations (62) and (63), we obtain

o a-1
/+ [/ VS 1/ 11—z llg_1(1+xy)F(x)dx
0 0 (1 +xy)et |1 —xy|

L[ p
< W(ﬁ) I (8) /0 (@),

IN

P
dy
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Theorem 3.4 is proved. |

Proof of Theorem 3.5. It follows from Theorem 3.1 that

+00 a—1
2\ry g1 —ay|*™ o 5—1( I +xy ) dud
/ / (lw)w o ()£ g )dady

1/p 400 1/(1
/ f”(x)dx} [ / g%y)dy] ,
0 0

with @ > 0 and B8 > 0. Integrating both sides with respect to the parameter @ treated as a variable with
a € (1, 6), and developing only the upper bound by taking into account that 8 > 1, we have

/ [ / ~ / RS 11113')111 ¢! (|i+ = )f(x)g(y)dxdy] da
<r(p) | [ yda| | [ fP(x)dx]l/P [ %y)dy]l/q

~1(B) [—(1 ~ 61" ﬂ)] [/ fP(x)dx]l/P [/ %v)dy]”q
=—(1—61 ()

1/p 1/q
P (I
- /) 1 (@)da [ /0 (y)dy] . 64)

For the main triple integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of the order
of integration) and basic integral calculus, we obtain

+00 1/ 1/ |1—xy|£‘t 1 _1( 1+xy) :|
/ [/ / 7’ Ry (1 +xy)0‘+1 lo 0§ Il —xy| f(x)g(y)dxdy da
B +0o U1/ |1 _xyl)oz] sl ( )
_A [) x Ty q(1+xy)2 /1 ( T4y da | log T f(x)g(y)dxdy

+00 +00 1 [ 1 1 a-1 a=6
:/ / Vel B (| —Iy|)
o Jo (I+ay)? | log[(1+xy)/|T —ayl] \ 1+zy

1
log? ™ () £ ey

+00 +00 1 » |1 —xyl)(Sl ( 1+xy )
= 1/p,1/q 1- 1 d d 65
A [) Y T2 » ( 1 +xy og’ - J(@)g(y)dady. (65)

Combining Equations (64) and (65), we get

+00 +00 Upol) 1
x Py
/0 /0 (1 +xy)?

+00 1/p +00 1/q
51-F\r(B) [ / f”(x)dx] [ / g%y)dy] .

Theorem 3.5 is established. O

< a—ﬂr(ﬁ)

X
a=1

-l (
(=) llogﬁ-z(ﬁ* 2 Fnedady

1+ay

Proof of Theorem 3.6. Theorem 3.1 gives

- T—ayl* o T+ay )
1/17 gl 7T )81 dud
/ / (1 +xy)a+l 0g (|1 — 2 f(x)g(y)dxdy

+00 1/p 400 1/q
/ f”(x)dx] [ / gqmdy] ,
0 0

46

< a_ﬁr(ﬁ)



Asian J. Math. Appl. (2025) 2025:10

with @ > 0 and 8 > 0. Taking « = ei with i € N\{0}, multiplying both sides by iy’, summing both sides with
respect to the integer 7 and developing only the upper bound using the Lerch transcendent function, we have

11 xy|ﬂ ! 1 L+axy
l)’ [/ / 1/1’ 1/‘1(1 +xy)ez+1 logﬁ : (|1 )f(x)g(y)dxdy]

1/p
Z s (ﬁ)l [ | [T ema]
1/p 1/
- Lrep ZiZ—,l [ [ [ I g%y)dy] q

Z( P ll [/ fP(x)dx]l/p [/0 . (y)dy]l/q

1/p 1/q
[ /0 g’ (y)dy] . (66)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of
the sum and integrals) and a basic geometric series formula based on y|1 — xy|¢/(1 + xy)¢ € (0, 1) (almost

1/q

F(ﬁ)

€ 0

everywhere), we get

|1 —xy|~! 1+xy
2, U / e o8 (|1 )f(x)g(y)dxdy]

1) i |1 —xy| -1 1+ay
/ e e xyl{z [ (1+xy)]}l°g (o)

f(x)g(y)dxdy
o ! [L-ay\ [N [ ()
_ eyl ( i x
,A ,/0. Y (l+xy)|1—xy|7 1+ay ; Y 1+axy

1
log?™! (Il T )f (v)g (y)dady

/*+oo'/' 1/]) 1/ (|1—$y|)
0 0 (1+I3’)|1—Iy| I +axy

logh~ 1( 1+xy) ad
[1_7|1_1y|5/(1+xy)f] 08" | [Ty )/ (W8 Wdady

+00  ptoo _ e-1 e-1
(1+xy)5—7|1—xy| I 1=yl

Combining Equations (66) and (67), we obtain

oo pe 1 —ay|e (1 +ay)e! 1+ay
xl/eylla | Y _ log# ( ) x dzd
7/ / Y ol 2 T J(@)g(y)dxdy

1/q

400 1/p +00
< yeiﬂl“(ﬁ@(% B-1,1) [/0 f”(x)dx] [/0 gq(y)dy} ,

so that

/ / gy 1=l (L an) ! 1ogf>’1(“”)f<x>g<y>dxd;v
[(1+xy)€ —y|1 —ayle]? |1

1/q

+00 1/p +00
—F(ﬁ)®(7,ﬂ—1,1)[/0 ff'(x)dx] [/0 quy]
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Theorem 3.6 is proved. |

Proof of Theorem 3.7. By virtue of Theorem 3.1, we have

+00 a-1
/ / 2\ry ) L log? 1(&:”” )f(x)g(y)dxd;v

(1 +xy)““ xy|

oo 1/p 1/q
L) [ / ff’(x)dx] [ /0 q(y)dy] ,

with @ > 0 and B > 0. Taking @ =i + k with 7 € N, which is possible because « > 0, multiplying both sides

by 1, summing both sides with respect to the integer i and developing only the upper bound using the Lerch
transcendent function, we have

JRYIY |1 —xy[*! o ( 1+xy) . . ]
[ L e o () gy
+00 . 1 +00 1/p +00 /g
< Z(;n (m)ﬁrw)l [ o] | [T ema]
o i +00 1/p +0o 1/q
n P (x dx] [ 9(y)d ]
o [/0 || [ oy

1/q

+0o ]/P +00
= T(B)P(1. B, «) [ /0 ff’(x)dx] [ /0 g%y)dy] . ©68)

=T(B)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange
of the sum and integrals) and a basic geometric series formula based on 7|1 — xy|/(1 + xy) € (0, 1) (almost
everywhere), we get

1= i+k—1 _ 1+
[/ / I/P a |(1 +i§|)z+/<+1 logﬁ : (|1 - )f(x)g(y)dxdy]

2Vry 1 1L =yt m[ (Il—xyl)]’ | ( 1+xy)
-A -/(). (l+xy)"+1 {ZZ d 1+Iy Og |l | f(x)g(y)dxdy

=0

/ / 2\ry 1g 11— xy[<! y 1 y
(I+xy)+t  1=n|1 —ayl[/(1+xy)

A

- 1 —ay|<! 1+xy
= 2yl | Y log? ( ) x dxd (69)
/(; ,/(; J (T+xy)<(1+xy —n|l —xy|) 8 11—y J(@)g(y)dady.

Combining Equations (68) and (69), we obtain

+00 -1
xleylla [1 -y o ﬁ_l( 1+axy ) . nd
[ i o () ey

1/q

+0o0 1/p +00
<T(B)D(, B, ©) [ ﬁ ff’(x)dx] [ A g%y)dy]

Theorem 3.7 is demonstrated. m|
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Proof of Theorem 3.8. Using Theorem 3.1, we have

+00 a—1
21y g L=yl por [ L+ay ad
/ / (1 +xy)a+1 08 (|1 — 2y /(x)g(y)dxdy

1/p 00 1/q
?(2)dx 9 (y)d
/0 f()] [/0 g@)y] ,

with @ > 0 and B8 > 0. Taking @ = pi with i € N\{0}, multiplying both sides by 1/, summing both sides with
respect to the integer 7 and developing the upper bound using the Lerch transcendent function, we obtain

- i—1 T
Z [/ / e 111 +xi|)‘/:z+l log”~ (& b )f(x)g(y)dxdy]
1/p 0 1/q
Z i (pl)ﬁ (:8)] [‘/) fl’(x)dx} [/0' g(’(y)dy]
p 1/q
B+ll [/ fp(x)dx] [/0 "(y)dy]
1p 1/g
Z (i + 1>ﬂ+ll [/ / P(Wx] [ /0 g (y)dy]

Up [ ptoo 1/q
=—F(/3)<I>(1 B+1,1) [/ f”(x)dx} [/0 g (y)dy] : (70)

< a_ﬁr(ﬁ)

=—T(B)

Iﬁ(,B)

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of
the sum and integrals) and a basic logarithmic series formula based on |1 — zy|?/(1 + zy)? € (0, 1) (almost
everywhere), we get

z/ty 1/q|1—xy|f’ o ,3—1( 1+xy ) ed ]
[‘L ‘L (15 xy)Pitt 08 =] /(x)g(y)dxdy

S e (ot (52 T

log? 1( L+ zy )f (v)g (y)dxdy
[T 1p. 1/ B Al p”
‘/o /o =y q(1+xy)|1—xy|{ l°g[1 (1+xy) 8

[1-
1
e R

+00 +00 1 [ 1
= 1/py1/q 1 ]
X (0] X
/0 / Y Tyl —ay] S| T=T—ayp/(1+ay)P

logP™! ( L+ 2y )f (v)g (y)dxdy

1-

+oo [ 1 +ay)*
_ 1/p.1/q 1 ( y ]
= x 'ty og X
/0 /0 <1+xy>|1—xy| |(T+xy)P — [1—ay?

logh™! (%) [ (x)g(y)dady. 71)
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Combining Equations (70) and (71), we obtain

+00 +00 I/P 1/ l
x Py lo
/o / (1 +zy)[1 -2y

log?™! (Ii T )f(x)g(y)dxdy

(1 +xy)*
(1+xy)P—|1—xy|p]

1 1/p +00 1/q
< e g | [Tl | [Teon]
p 0 0
Theorem 3.8 is proved. m]

Proof of Theorem 3.9. Theorem 3.1 gives

+00 a-1
/ / T Lkl logﬁl(|i+ o )f(x)g(y)dxd;v

(1+ch)‘3'+l
1/q
[ eom|

0

/ N fP(x)dx] h

with @ > 0 and B > 0. This can also be written as follows:

oo RYmY |1 —xy|@! 1 1+xy
[ [ R [F(ﬁ)log (Il )]f(x)g(y)dxdy

saiﬁ[/o fP(x)dx]l/P[/ q(y)dy]l/q.

Taking B = 6i + u with i € N, which is possible because ¢ > 0, multiplying both sides by v?, summing both
sides with respect to the integer ¢ and developing the upper bound using a basic geometric series formula taking
into account that v € (0, @?), we have

JRVImY |1 - xyl"l[ 1 Givul 1+xy ]
Z A A i Y x| TEirm J(x)g (y)dxdy
1 ) 1/1’[ o ]l/q
;VQMH fo f <x>dx] / )dy
1 [ v\ +00 1p [ poo 1/4
T an ;(?)H/O [ (@)de [/0 g%y)dy]
1 1 oo 1/p +00 1/q
=J(1_—V/ae) [/U ff’<x>dx] [ / gqmdy]

69— +00 1/p +00 1/q
et AT I T AT 72

For the main series-double integral term, using the Fubini-Tonelli integral theorem (ensuring the exchange of

F(B )

<

the sum and integrals) and the two-parameter Mittag-Lefller function, we have

a-1
LNyl [T -y [ 1 o gHﬂ_l( 1+ay )] . nd
Z A A (L+ay)™ [T+ p) S (@)g(y)dudy
/ / 2yl |1 -yl i 1 o 1+xy ]l y
(1 +ay)et | & (00 + p) 11—y

e e
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+eo xyle! 1+x
/ / U l/q(1+x§|)a+llp[logg(u_xil),e,,ux
_ 1+
o™ (22 ) ety 73)

Combining Equations (72) and (73), we obtain

00 1
/+ / allry g 1L —xy|*™ ‘I‘[ log® 1 +ay .0, u
(1 +xy)a+! 11—yl

oy ([ Fnededs

1 -
Up [ oo 1/g
[ A g’ (y)dy] .

6—pu +00
14
” [[) fP(x)dx

Theorem 3.9 is established. O

X

Proof of Theorem 3.10. Using the changes of variables s = A(x) and ¢ = k(y), so thatx = A~ (s) and y = k1 (1),
and dzx = [1/{h’[A"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

[ [ e IR oot | LMD |y
- 1,{{111:2111 log”™ (%)f I O O s
- I/P”I/q|<11;§|>0+l oa?™ (725 s 7o
where
() =f[h™ ()]h[h ok g=(1) = gk~ ()]k[/e 0]

Applying Theorem 3.1 to the functions /= and g-, we find that

[T —se|*! 1 1+st
GUp g L= st e (L st )
/ / T rsp)er log (|1 ] ) J=(s)g=(t)dsdt
1/p +00 1/q
< | [T row] | [T ewa) 75)
af 0 0
Let us now express the integral terms of this bound. Using the change of variables s = &(u), we have
+00 +00 P b
pods= [Tlruron s ds= [
o 0 R [h=1(5)] a (2" (u)]?

b 1

Similarly, using the change of variables ¢ = k(v), we have

. oo q d 1
g B -1 _ v)av
[ stoa= [ o o a= [ eogggr o
d
_ q dv. 7
- [« “[k()] "
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Combining Equations (74), (75), (76) and (77), we get

e U B@ROT o [ 14 hkG)
//h RO R 8 T h@ko)]

Ur (.
J— P
gaﬁr(m{/fm[h()] } {/gm[k(y)]qu}

Theorem 3.10 is proved. m|

] f(x)g(y)dzxdy

1/q

Proof of Theorem 3.1 1. Using the changes of variables s = A(x) and ¢ = k(y), so thatx = A~ (s) and y = k1 (1),
and dzx = [1/{h’[h~(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain
1+h(x)k(y)

d b a-1
PRV YeRNAY |1 = h(x)k(y)I logh ™!
/ {/ OO T @k ' [IT=h@ko)]

_ i 1/p1/,,|1 stlall 5 (l+sl) - }P
A {./()‘ ! (1 +st)+! 8 |1 — st ST (s) W [h- 1()]

Kk Ol

b4
]f(:c)d:c} ¥ ()dy

T
[T e e (o] -
where
16 = /17 O s

Applying Theorem 3.2 to the function f., we get

too st]e! 1+t P
/ [/ ”’”/"(Hmaﬂlg ( )f@)]

@ [ 2o 79

Let us now determine the integral of this bound. Using the change of variables s = 2 («), we have

T reds= [Tt ortt fP(u)
)

_ / 20 [h/(u)]pfl du. (80)

Combining Equations (78), (79) and (80), we get

h (u)du

‘ — bk 1+h(@)k) !
1/ 1/ ’
/C {/ M) e Tl Iree e v L R
F”(ﬂ)/ 110) T
Theorem 3.11 is established. m|
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Proof of Theorem 3.12. Using the changes of variables s = h(x) and ¢ = k(y), so that x = A7 (s) and y = £~ 1(1),
and dzx = [1/{h’[A"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

[ [t o MOt [ LMD i ok 1
- [ h / sUP=11- lilhsi')l logf ™! (ﬁf—jﬁl)F[h*(s)]G[k-l(t)]x
M OWIT Ol [hl()] Ue*ll()]d“”
o A S

where
Fo(s) =F[h ()], G=(t) =Gk (1)].

Using the change of variables r = 47! («), we have

L (s)
F9) = FUT 01 = [ (r)dr—/ 117 )] 1( S /f(u)du

where
1

_ -1
o) = [ ) s

Similarly, using the change of variables r = k71 (v), we get

I3 0) t 1 t
Go(t) = Gk ()] = / g(r)dr = A k! @) pr o = A 2o (0)do,

where

1
k [k ()]
Applying Theorem 3.3 to the functions f. and g., we obtain

+00
gl/p=1,1/g- 1|1 st|*” -1 L+st
/ / (l+st)‘“’1 log |1 st| Fe ()G (t)dsdt

1/p 1/q
St | [T o] [T awa] (52)

Let us now express the integral terms of this bound. Using the change of variables s = h(«), we have

I fp(s)ds—/)m{f[h O 1()} /f”()

Similarly, using the change of variables ¢ = £(v), we have

. oo q d 1
g B -1 _ v)av
[ stoa= [ o o a= [ eogggr o
d
_ q dv. o
- [« “[k()] o
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Combining Equations (81), (82), (83) and (84), we obtain

d b -1
TR | B 1 T 1+h(x>k<y>] o
[ / R ke @)UM(@M]M log? ! | S P0G O @k G)dads
52 Up (g . g
4 d q d .
e r(ﬁ){/ 110 T x} {/ €10) y}
Theorem 3.12 is demonstrated. a

Proof of Theorem 3.13. Using the changes of variables s = h(x) and t = k(y), so that x = 471 (s) and y = k7 1(1),
and dzx = [1/{h'[h"1(5)]}]ds and dy = [1/{k’[k~1(t)]}]dt, we obtain

R R e e F@”@‘“}Pk’@@
:[w{[ W”M%logﬁ (|i+St|)F[h (i ()]h[h o1 }PX

M O gy

[ W”M%k’gﬁ (ﬁ”ﬂ)““sr & 5

where

Fo(s) = F[h™(s)].

Using the change of variables r = A~ («), we have

A (s) s
P =Fu 1= [ o= [t W) = [,

where

1

_ -1
folw) = [ ) e s

Applying Theorem 3.4 to the function f;, we get

400 a-1 4
l/P 1 1/(] Stl ] 1+st F. d:| dt
A M (1 T 5t)o+] 08" | gy ) P s

1 P P
< (p—l) r*(8) / (s)ds. (86)

Let us now determine the integral of this bound. Using the change of variables s = h(u), we find that

P — o *1 P
I f(s)ds/) e L =

Combining Equations (85), (86) and (87), we obtain

d b a-1
Vp=1 g1 jg g L= h(@)k(©)] B-1
/ {/ PO O ok e €

L[
SW(p_) P(ﬂ)/ fp”[h()]

1+h(2)k(y)
[1—h(x)k(y)l

P
] F(x)h'(x)dx} k' (y)dy
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Theorem 3.13 is proved.

(]
Proof of Theorem 3.14. We can write
LNyl o — |1 @D 1 —gy|IDOD g 2y
T(a+l TG 108 X
(x + )2 @D (1 4 2y) (=D O+D |z~ yl
(6 l+x
log” =D (—Il — yl)f(x)g(y)dxdy
+00 a—
Lyl B =2 lx =yl 1 5 (x+y y
/ / (x+y)‘“1 O¢ Iz — ] f(x )g(y)
1 1-2
1/p 1/q|1_xy|y 1+xy
ety e L2 byt (22 et ded, 58)

It follows from the Holder integral inequality applied to the parameter 1/1 > 1, and Theorems 2.1 and 3.1
with a suitable definition of the parameters that

/+m/+m[ l/p g X =Y lx —y|*~ 1 gﬁ—l I"‘y
(x+y)a+l

1/;>y1/q|1—xy|7 log (1= (6=1) 1+xy
(1 +xy)r+l |1 -yl

[/ / 1mwzékaﬁ%;jﬂmwmmw
oo oo iy 1 11 =ay’” 11 o-1( 1+ay dxd o
(1+acy)7+1 o’ 11—yl JDg)dedy
1 +oo Up [ ptoo a)*
s{a—ﬁF(ﬁ) [/0 JP(x)da [/0 gq(y)d;v] } X
i +00 , 1/1’[ +00 ; ]1/‘/ 1=
{ygr(e) [ /0 f (x)dx] /0 8" )y
1/q

1 _ +o0 1/p +o0
= T er e [ /0 ff’(x)dx] [ /0 gq<y>dy] . (89)

)f( )g(y)] dady

A
X

Combining Equations (88) and (89), we obtain

/+m/+w 1/p.1/q e =yt T =y (OO loed (B=D [ X+
X y og — | X
o Jo (@ + )@+ (1 +2y) =D O+D | =yl

B (ﬁ — )f ()¢ (y)dady

1/p +00 1/¢
< T [ /0 ff’(x)dx] [ / g"(y)dy] |

log

Theorem 3.14 is established.
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Proof of Theorem 3.15. We can write

T L1 l/q e - R P yCJ’|(1_A)(7_1)1 A8-1) [ T+Yy
og — X
(@ +) @D (L4 2y) 00D e =]

ol 1+
1og“ )(0-1) (ﬁ)F(z)G(y)dxdy

+00 +00 a-1 1
:/ / [Wl R e logﬂ‘l(ﬂy)F(x)G(y) x
(x +y)o+! |z =yl
1 _
LVp=1,1/g- 11 =axy’” log?~! L +xy F(o)G ] dud 90
Y Txayyt © Tl (2)G(y) xdy. (90)

It follows from the Holder integral inequality applied to the parameter 1/2 > 1, and Theorems 2.3 and 3.3
with a suitable definition of the parameters that

B e 1/py Vg le=yl*! ﬁl(“y) .
[ [ o (2] 1 e

1
Up 1/q 11 —xy”” (1-2)(6-1) 1+xy
R e L) e dsdy

[/ / PRk RS - bl log’B 1(|x+y )f(x)g@)dxdy

(x +y)a+l

- z\/ry g lL=ay?™ gy [ T4y 1-2
(1 +xy)r+] log” T—ay f(x)g(y)dxdy

p , 1/p 1/q)*
< {m (,3)[/ f (x)dx] [/ g (y)dy} } X
2 1/p 1/¢) 174
{ ) [ I ff’(x)dx] [ [ ‘f(y)dy]

B p2 _ +00 1/p +00 1/q
= T By (=000 = I)Fl(ﬁ)rl 1(9) [/{; fP(x)dx} [‘/0 g"(y)dy] ) ©1)

Combining Equations (90) and (91), we obtain

B YA =y 1 — gy I7DOD logd (B=D [ X+
x y og — X
(@ + ) @D (14 2y) -0 O*D -yl

X

p
X

Jog !~V (—1 T )F(I)G(y)dxdy
|1 —xy|

PQ B +o0 1/p +00 1/q
< @By (100 (5 — l)rﬁ(ﬁ)rl 1(0) [/0 fp(x)dx} [/0 gq(y)dy] )

Theorem 3.15 is proved. m|

5 Conclusion and perspectives

In conclusion, this article presents a generalized perspective on the Hardy-Hilbert integral inequality by incor-
porating parametric power and power-logarithmic functions. The proposed modifications have the advantage
of optimizing the associated constants in the factor, while maintaining the tractability necessary for further
mathematical exploration. The proofs are fully detailed, innovating on some technical aspects through the use
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of integral and power series with respect to the parameters involved. Furthermore, by considering special func-
tions and mixed approaches, our results provide a broader framework for future research, including potential
applications in functional analysis, operator theory and related mathematical fields. A logical continuation of
this article is the exploration of three-dimensional versions of our theorems. The addition of a dimensionality
complicates the situation, requiring more effort and new techniques, which we plan to develop for a future
article.
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